Condensate, momentum distribution, and final-state effects in liquid $^4$He
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We present benchmark, high precision measurements of the dynamic structure factor $J(Q,y)$ of liquid $^4$He at several temperatures over a wide wave vector transfer range $15 \leq Q \leq 29$ Å$^{-1}$. $J(Q,y)$ is very different in the superfluid phase below $T_\lambda$ and in the normal phase above $T_\lambda$ where $T_\lambda=2.17$ K. Below $T_\lambda$, $J(Q,y)$ contains a pronounced additional contribution near $y=0$ that is asymmetric about $y=0$, reflecting a condensate contribution modified by asymmetric final-state (FS) effects. The asymmetry in $J(Q,y)$ is direct qualitative evidence of a condensate. We analyze the data at all $T$ using the same model of $J(Q,y)$ consisting of a condensate fraction $n_0$, a momentum distribution $n^*(k)$ for states $k>0$ above the condensate, and a FS broadening function $R(Q,y)$. We find a condensate fraction given by $n_0(T)=n_0(0)[1-(T/T_\lambda)^\gamma]$ with $n_0(0)=(7.25 \pm 0.75)$% and $\gamma=5.5 \pm 1.0$ for $T<T_\lambda$, which is 30% below existing observed values, and $n_0=(0 \pm 0.3)$% for $T>T_\lambda$. We determine $n(k)$ in both phases. The $n^*(k)$ is significantly narrower than a Gaussian in both superfluid and normal $^4$He and narrowest in the normal phase. The final-state function is determined from the data and is the same within precision above and below $T_\lambda$. The precise form of $R(Q,y)$ is important in determining the value of $n_0(T)$ below $T_\lambda$. When independent, theoretical $R(Q,y)$ are used in the analysis, the $n_0(T)$ is found to be the same as or smaller than the above value.

I. INTRODUCTION

Superfluidity and Bose-Einstein condensation (BEC) in Bose gases and liquids are topics of great current interest. Superfluidity in liquid $^4$He has a long and rich history of study$^{1-8}$ and BEC has recently been demonstrated spectacularly in dilute Bose gases.$^{9-15}$ Einstein$^{14}$ first showed that a gas of particles obeying the statistics proposed by Bose$^{15}$ could condense into a state with a macroscopic occupation of a single-particle quantum state (BEC) below a critical temperature $T_c$. In the 1930s superfluidity was discovered in$^{1-5}$ liquid $^4$He below a temperature $T_\lambda=2.17$ K. London$^{16}$ proposed that this superfluidity was associated with BEC with $T_\lambda= T_c$.

Superfluidity can be readily demonstrated in liquid $^4$He today. However, because liquid $^4$He is a strongly interacting fluid, the fraction of the fluid condensed in the zero momentum state is small,$^{17-20,8}$ less than 10%. For this reason and also because of the strong interaction,$^{21,22}$ BEC in superfluid $^4$He is difficult to observe. Measurements to date$^{5,7}$ are summarized below. Unambiguous identification of a condensate in liquid $^4$He and accurate determination of the condensate fraction $n_0(T)$ remain important today.

In contrast, BEC has been unambiguously demonstrated in dilute gases of trapped alkali-metal atoms$^{9-12}$. In this case, the gas is dilute and weakly interacting so that nearly 100% of the gas is condensed into the lowest single particle state at low $T$. These condensed gases show remarkable properties but superfluidity, stable persistent flow, is difficult to demonstrate. Clear observation of superfluidity in trapped Bose gases is an important research goal today.

The aim of the present investigation is to determine the condensate fraction $n_0(T)$, the momentum distribution $n(k)$, and the final-state function $R(Q,y)$ in liquid $^4$He accurately as a function of temperature. The most direct method to observe $n_0(T)$ is by neutron inelastic scattering at high energy ($\hbar \omega$) and momentum ($\hbar Q$) transfer.$^{23,24}$ The quantity observed is the dynamic structure factor (DSF) $S(Q, \omega)$.$^6,7$ At high $\omega$ and $Q$, $S(Q, \omega)$ depends on single-atom properties and the energy transfer $\omega$ is Doppler broadened by the atomic momentum distribution $n(k)$. From this broadening, $n(k)$ is measured and $n_0(T)$ is determined.

Specifically, provided there are no perfectly hard core interactions, $S(Q, \omega)$ at $Q \to \infty$ reduces to the impulse approximation$^6$ (IA),

$$S_{IA}(Q, \omega) = \int dkn(k) \delta(\omega - \omega_R - \mathbf{v}_R \cdot \mathbf{k}),$$

where $\hbar \mathbf{k}$ is the $^4$He atom momentum in the fluid, $n(k)$ is the momentum distribution, and $\hbar \omega_R = \hbar^2 Q^2/2m$ and $\mathbf{v}_R = Q/m$ are the free $^4$He atom recoil energy and velocity, respectively. $S_{IA}(Q, \omega)$ depends solely on $n(k)$.

At finite $Q$, interactions of the recoiling atom with its neighbors, denoted final-state (FS) effects, contribute to $S(Q, \omega)$. The observed $S(Q, \omega)$ is then$^{21,6,7}$

$$S(Q, \omega) = \int d\omega' S_{IA}(Q, \omega') R(Q, \omega - \omega').$$

Equation (2) may be regarded as the definition$^2$ of the FS broadening function $R(Q,\omega)$. At finite $Q$ (e.g., $Q = 20$ Å$^{-1}$) $R(Q,\omega)$ has a significant width and $R(Q,\omega) \to \delta(\omega)$ as $Q \to \infty$.

When there is a condensate, $n(k)$ contains a term $n_0 \delta(k)$. This term leads to a term $S_{IA}(Q, \omega) = n_0 \delta(\omega - \omega_R)$ in the IA
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in Eq. (1) and a term \( S(Q, \omega) = n_0 R(Q, \omega - \omega_R) \) in the observed DSF in Eq. (2). \( S(Q, \omega) \) is conveniently expressed in terms of the \( y \)-scaling variable \( y = (\omega - \omega_R)/v_R \) and the function \( J(Q, y) = v_R S(Q, \omega) \), which peaks at \( y = 0 \) and is approximately independent of \( Q \). In \( J(Q, y) \) the term arising from the condensate is
\[
n_0 R(Q, y). \tag{3}
\]
A specific goal here is to demonstrate that the \( n_0 R(Q, y) \) term can be observed in the data and is a direct signature of the condensate.

Measurement of \( n_0(T) \) by neutron scattering has a long history, which is reviewed by Sokol,\textsuperscript{25} Glyde,\textsuperscript{6} Silver and Sokol,\textsuperscript{26} Glyde and Svensson,\textsuperscript{27} Svensson and Sears,\textsuperscript{28} Glyde and Svensson,\textsuperscript{29} and others. Early measurements, discussed by Martel et al.,\textsuperscript{30} produced a wide range of \( n_0 \) values, 2\% \( \approx n_0 \approx 17\% \). Sears et al.\textsuperscript{31} developed a method for treating FS effects based on an additive expansion\textsuperscript{22} of \( R(Q, \omega) \), which led to the first consistent values of \( n_0 \). With this method Sears et al.\textsuperscript{31} and Mook\textsuperscript{32} obtained \( n_0(0) = (13.9 \pm 2.3)\% \), and \( n_0(T) = (11 \pm 3)\% \), respectively. In pioneering measurements using the IPNS spallation neutron source to go to higher \( Q \) values and analyzing the data using the convolution\textsuperscript{21} form (2) of \( S(Q, \omega) \) with the FS function calculated by Silver,\textsuperscript{33,26} Sokol and collaborators\textsuperscript{25,34–37} obtain \( n_0 = 10.0 \pm 1.2\% \) at low temperature (0.35 K).

In this study, we take advantage of the high flux ISIS neutron scattering facility and the MARI instrument at Rutherford Appleton Laboratory to measure \( S(Q, \omega) \) with high statistical precision over a range of \( Q \) values \( 15 \approx Q \approx 29 \text{ Å}^{-1} \). High precision over a wide \( Q \) range allows us to determine several parameters in model fits of \( S(Q, \omega) \) to the data. Since \( R(Q, \omega) \) is changing rapidly in this \( Q \) range, we can identify \( R(Q, \omega) \) in the data. Particularly, we can separate it from \( n_0 \) and \( n(k) \), which are independent of \( Q \). In earlier measurements\textsuperscript{38} we determined the momentum distribution in normal \( ^4\text{He} \) at \( T = 2.3 \text{ K} \) and found that \( n(k) \) differs significantly from a Gaussian with high occupation of low \( k \) states. We also determined the condensate fraction \( n_0 \) in superfluid \( ^4\text{He} \) at \( T = 1.6 \text{ K} \), finding \( n_0 = (6 \pm 2)\% \).\textsuperscript{39} The \( R(Q, \omega) \) at \( T = 1.6 \text{ K} \) and 2.3 K was found to be the same within experimental precision.\textsuperscript{39} In the present paper, we add measurements at \( T = 0.5 \text{ K} \), 1.3 K, and 3.5 K and analyze the data using an improved procedure which is the same at all \( T \). We find \( n_0(T) = n_0(0) \left[ 1 - (T/T_\lambda)^\gamma \right] \) with \( n_0(0) = (7.25 \pm 0.75)\% \) and \( \gamma = 5.5 \pm 1.0 \) in the superfluid phase and \( n_0 = 0 \) in the normal phase using the same model. We find that \( n^*(k) \) for states above the condensate in superfluid \( ^4\text{He} \) (excluding the condensate induced portions) is less sharply peaked than \( n(k) \) in normal \( ^4\text{He} \).

In Secs. II and III, we describe the theoretical background of the data analysis and the models used to represent \( n(k) \) and \( R(Q, \omega) \). The data collection and reduction procedures are described in Sec. IV. The results are presented and discussed in Secs. V and VI, respectively.

II. THEORY AND ANALYSIS

In this section we describe the method used to analyze the data and extract the condensate fraction, the momentum distribution, and the FS broadening function. We begin with the expressions for the dynamic structure factor on which the method is based. The method consists, essentially, of cumulative expansion of the intermediate DSF and fitting the expanded DSF to the data to obtain the expansion coefficients. In this way, empirical expressions for the components of the DSF are obtained. We fit the same expressions at all \( T \) both above and below \( T_\lambda \). The method was set out in detail by Azuh et al.\textsuperscript{39} and was discussed recently in a similar context by Azuh et al.\textsuperscript{39}

At high wave vector transfer, where the static structure factor \( S(Q) \) has saturated to \( S(Q) = 1 \), the observed DSF \( S(Q, \omega) \) reduces to the incoherent DSF
\[
S_\omega(Q, \omega) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt e^{i\omega t} S_\omega(Q, t). \tag{4}
\]
At constant \( Q \), \( S_\omega(Q, \omega) \) is a broad peak in \( \omega \) centered at \( \omega_R \) with width proportional to \( v_R \) where, as in Eq. (1), \( \omega_R = \hbar Q^2/2m \) and \( v_R = \hbar Q/m \) are the free atom recoil energy and velocity, respectively. \( S_\omega(Q, \omega) \) and \( S_\omega(Q, t) \) can be scaled to approximately \( Q \)-independent forms if \( \omega \) and \( t \) are replaced by the \( y \) scaling variable \( y = (\omega - \omega_R)/v_R \) and its conjugate length \( s = v_R t \), respectively. The nearly \( Q \)-independent forms are \( J(Q, y) = v_R S(Q, \omega) \) and
\[
J(Q, s) = e^{i\omega t} S_\omega(Q, t) = \left( T_s \exp \left[ -i \int_0^s ds' k_Q(s') \right] \right). \tag{5}
\]
In the second expression, useful at short times \( t \) (short \( s = v_R t \)), \( T_s(T_s) \) is the time ordering operator and \( h k_Q = h(k \cdot \hat{Q}) \) is the struck atom momentum along \( Q \). The Fourier transform (4) is then
\[
J(Q, y) = \frac{1}{2\pi} \int_{-\infty}^{\infty} dse^{isy} J(Q, s). \tag{6}
\]
We express all the present results in the form \( J(Q, y) \). We note that \( J(Q, s) \) depends solely on the momentum \( h k_Q \) of the struck atom projected along \( Q \).

The OA is obtained by approximating \( k_Q(s') \) by its initial value \( k_Q(0) = k_Q \) for all \( s' \) in Eq. (5), i.e.,
\[
J_{OA}(s) = (e^{-i k_Q t}). \tag{7}
\]
This assumes that the struck atom momentum \( k_Q \) is constant and not changed from its initial value by interaction as the struck atom recoils (no final-state interactions). Since the one-body density matrix (OBDM) is defined as \( n(\mathbf{r}) = \langle \Psi^\dagger(0)\Psi(\mathbf{r}) \rangle / n = (e^{-i k_Q t}) \), where \( n = N/V \), we see also that \( J_{OA}(s) \) is the OBDM for displacements \( \mathbf{r} = s \hat{Q} \) projected along \( Q \). The Fourier transform of the OBDM is the momentum distributions \( n(k) \). Thus,
\[
J_{OA}(y) = \frac{1}{2\pi} \left( \int dse^{isy} e^{-ik_Q t} \right) = \int dka(k) \delta(y - k_Q)
\tag{8}
is the momentum distribution \( n(\mathbf{k}) \) for a momentum variable \( y \) projected along \( \hat{Q} \), i.e.,

\[
J_{IA}(y) = n(y) = \int dk_x dk_y n(k_x, k_y, y),
\]

where the \( z \) axis is chosen along \( \hat{Q} \). \( J_{IA}(y) = n(y) \) is denoted the longitudinal momentum distribution.

When interactions between the recoiling struck atom and its neighbors are important, the full \( J(Q,s) \) in Eq. (5) can be formally expressed as \(^{21}\)

\[
J(Q,s) = J_{IA}(s) R(Q,s),
\]

which, as in Eq. (2), defines the FS function \( R(Q,s) \). The Fourier transform of Eq. (10) is

\[
J(Q,y) = \frac{1}{2\pi} \int ds e^{iQy} J_{IA}(s) R(Q,s).
\]

Below we introduce models for the OBDM \( J_{IA}(s) \) and the FS function \( R(Q,s) \) based on expressions (7) and (5), respectively.

### III. MODEL \( J_{IA}(s) \) AND \( R(Q,s) \)

The model OBDM \( J_{IA}(s) \) and FS function \( R(Q,s) \), that we use to fit to the data are described in detail by Glyde \(^{40}\) and Azuah et al. \(^{39}\) When a Bose system has a condensate, it is convenient to separate its properties into “condensate” and “above the condensate” components. \(^{41,42,5-7}\) The component arising from the condensate contains the singular behavior—such as a sharp peak in the response functions, a \( \delta \) function in \( n(\mathbf{k}) \), and a long range component in the OBDM. The states above the condensate contribute regular behavior characteristic of a normal fluid. Specifically, the condensate contributes “off-diagonal long range order” to \( J_{IA}(s) \). This is a constant term in \( J_{IA}(s) \) of magnitude \( n_0 \) the condensate fraction. Also, when there is a condensate, quasiparticles can be excited out of and into the condensate to states above the condensate. At low \( k \), these quasiparticle excitations have a linear dispersion and in liquid \(^3\)He are part of the coupled quasiparticle/phonon excitation. These excitations contribute a term \( n_0 f(s) \) to \( J_{IA}(s) \) which is also long range in \( s \) but not constant. The contribution from the states above the condensate is short range in \( s \). This “normal” component, which we denote by \( n^*(s) \), can be well described by a cumulant expansion of Eq. (7) in powers of \( s \). The model OBDM containing these three components is

\[
J_{IA}(s) = n(s) = n_0[1 + f(s)] + A_1 n^*(s).
\]

Here \( A_1 \) is a constant chosen so that \( n(\mathbf{k}) \) is normalized to unity \( \int J_{IA}(0) = 1 \).

To specify \( f(s) \), we note that the three-dimensional (3D) momentum distribution \( n(\mathbf{k}) \) obtained by Fourier transforming Eq. (12) is

\[
n(\mathbf{k}) = n_0[1 + f(\mathbf{k})] + A_1 n^*(\mathbf{k}).
\]

The coupling term \( f(\mathbf{k}) \) between \( k = 0 \) and \( k \neq 0 \) states, which leads to enhanced occupation of low momentum states, has been derived in \( k \) space by expressing \( n(\mathbf{k}) \) in terms of the quasiparticle/phonon response function. \(^{42,6,7}\) This gives

\[
n_0 f(\mathbf{k}) = \left[ \frac{n_0 m c}{2\hbar (2 \pi)^{3/2}} \frac{1}{|\mathbf{k}|} \coth \left( \frac{c|\mathbf{k}|}{2k_B T} \right) \right] e^{-k^2/(2k^2)^2}.
\]

The term in square brackets in Eq. (14) is the derived expression valid at low \( k \). We have multiplied the derived expression by a Gaussian function to cut off \( f(\mathbf{k}) \) at higher \( k \) since \( f(\mathbf{k}) \) must vanish before the end of the phonon region, \( k = 0.7 \) \( \text{Å}^{-1} \). We have selected \( k_s = 0.5 \) \( \text{Å}^{-1} \). A reasonable lower limit of \( k_s \) is \( k_s = 0.3 \) so that \( 0.3 \lesssim k_s \lesssim 0.7 \) \( \text{Å}^{-1} \). The \( n_0(f(s)) \) in Eq. (9) is obtained by Fourier transforming \( n_0 f(\mathbf{k}) \) numerically.

The \( n^*(s) \) follows by expanding Eq. (7) in cumulants. \(^{40}\) We retain terms up to \( s^6 \),

\[
n^*(s) = \exp \left[ -\frac{\bar{a}_2 s^2}{2!} + \frac{\bar{a}_4 s^4}{4!} - \frac{\bar{a}_6 s^6}{6!} \right],
\]

where

\[
\bar{a}_2 = \langle k_0^2 \rangle, \quad \bar{a}_4 = \langle k_0^4 \rangle - 3\langle k_0^2 \rangle^2,
\]

\[
\bar{a}_6 = \langle k_0^6 \rangle - 15\langle k_0^4 \rangle\langle k_0^2 \rangle + 30\langle k_0^2 \rangle^3
\]

are cumulants of \( n(s) \). The model \( J_{IA}(s) \) therefore has four parameters \( n_0, \bar{a}_2, \bar{a}_4, \) and \( \bar{a}_6 \) that are obtained by fitting to experiment. As noted, \( A_1 \) is determined by normalizing \( n(\mathbf{k}) \), i.e., requiring \( n(s = 0) = 1 \). A typical \( J_{IA}(s) \) at \( T = 1.6 \) \( K \) showing the three components \( n_0, n_0[1 + f(s)] \), and the full \( n(s) \) is displayed in Fig. 1. At \( s = 0 \), \( f(0) = 0.28 \) and \( f(s) \) contributes approximates 15% of the condensate weight.

The model final-state function \( R(Q,s) \) can be obtained by cumulant expansion of \( J(Q,s) \) in Eq. (5) and the definition (10) (see Appendix A of Azuah et al. \(^{39}\) and references therein for a full discussion). Up to powers \( s^6 \), this expansion is

\[
R(Q,s) = \exp \left[ \frac{i\beta_3 s^3}{3!} + \frac{i\beta_4 s^4}{4!} - \frac{i\beta_5 s^5}{5!} - \frac{\beta_6 s^6}{6!} + \cdots \right].
\]

Expressions for the coefficients \( \beta_n \) are

\[
\beta_3 = \bar{a}_3 / \lambda Q, \quad \beta_4 = \bar{a}_4 (\lambda Q)^2,
\]

\[
\beta_5 = \bar{a}_{52} (\lambda Q)^3 + \bar{a}_{54} / \lambda Q, \quad \beta_6 = \bar{a}_{62} (\lambda Q)^4 + \bar{a}_{64} (\lambda Q)^2,
\]

where the \( \bar{a}_r \) are independent of \( Q \) and \( \lambda = h^2 / m = 1.0443 \) meV \( \text{Å}^2 \) in liquid \(^3\)He.

Expressions for the \( \bar{a}_r \) can be obtained from the moments of \( J(Q,y) \) and results up to \( \bar{a}_{64} \) have been derived. \(^{40,22}\) The lowest two are \( \bar{a}_3 = \langle (\nabla^2 v(r))^2 \rangle / 6 \) and \( a_4 = \langle (\nabla v)^2 \rangle / 3 \) where
The moments $\bar{n}_5$ and $\bar{n}_6$ were obtained from fits to data at $Q = 29$ Å\(^{-1}\). Lower frame: The corresponding $n^*(k)$ and $n_0(f(k)$ in momentum space.

$\nu(r)$ is the total potential experienced by the struck atom. The moments $\bar{R}_n = \int dy y^n R(Q,y)$ of $R(Q,y)$ are $\bar{R}_n = \bar{\beta}_n$ up to $n=5$. Given the $Q$ dependence of $\bar{\beta}_n$, clearly $R(Q,s)$ is dominated by $Q$ and the IA is obtained at $Q = \infty$.

We treat the $\bar{\beta}_n$ as parameters to be determined by fits to data at each $Q$ value. The dependence of $\bar{\beta}_n(Q)$ on $Q$ therefore emerges from the fit to the data. We found that $\bar{\beta}_4$ was very small and we set $\bar{\beta}_4 = 0$ for simplicity. This appears to be an accidental zero in liquid $^4$He since $\bar{\beta}_4$ was negligible in liquid neon.\(^{43}\) A calculation of $\bar{a}_4/\lambda$ confirms that $\bar{\beta}_4$ is small in helium.\(^{39}\) The $R(Q,s)$ therefore has three parameters $\bar{\beta}_1$, $\bar{\beta}_5$, and $\bar{\beta}_6$. From the $Q$ dependence of $\bar{\beta}_5(Q)$ that emerged from the fit, we found that the first term $\bar{a}_{52}/(\lambda Q)^3$ dominated the $\bar{a}_{52}^2/(\lambda Q)$ term and $\bar{a}_{52}^4/(\lambda Q)$ could be neglected, while in $\bar{\beta}_6(Q)$ the second term $\bar{a}_{64}^2/(\lambda Q)$ dominated and $\bar{a}_{62}/(\lambda Q)$ could be neglected. Again, these are empirical findings.

In summary, $J_{IA}(s)R(Q,s)$ has a total of seven parameters: $n_0$, $\bar{a}_2$, $\bar{a}_5$, and $\bar{a}_6$ which determine the OBDM, $J_{IA}(s)$, and $\bar{\beta}_1$, $\bar{\beta}_5$, and $\bar{\beta}_6$ which determine the FS function $R(Q,s)$ with $\bar{a}_{52}$ and $\bar{a}_{62}$ found to be negligible.

IV. DATA COLLECTION AND REDUCTION

The measurements were carried out at the ISIS pulsed spallation neutron source at the Rutherford Appleton Labo-

ratory in the United Kingdom. The instrument used was the high energy direct geometry chopper spectrometer MARI with incident energies up to 1000 meV possible. More than 900 $^3$He gas detectors provide an almost continuous coverage of scattering angles $\phi$ between 3° and 135° in steps of 0.43°. This makes it possible to measure a large range in momentum and energy transfer in a single experimental scan. Due to the pulsed nature of the source, data collection is performed in time-of-flight (TOF) mode in which the time of arrival of a neutron in the detector, measured from when the neutrons leave the moderator, determines its energy loss or gain after scattering from the sample. The momentum transfer depends on the TOF and the scattering angle of the neutron.

A high purity sample of $^4$He gas was condensed into a cylindrical aluminum can of length 5.5 cm and diameter 6 cm placed inside a standard $^3$He "SORPTION" cryostat. To minimize multiple scattering of neutrons within the sample, the cylindrical sample volume was split into six smaller cylindrical sections using highly neutron absorbing boron nitride disks. Sample temperatures were determined using a calibrated germanium resistance sensor and controlled using a Lakeshore temperature controller which achieved temperature stabilities of 0.01 K or better. Measurements were made at sample temperatures of 0.5, 1.3, 1.6, 2.3, and 3.5 K and at saturated vapor pressure (SVP). A second data set at 1.6 K and 2.3 K was also collected at an earlier time when the instrument was in a particularly stable condition and so these temperatures were chosen to perform the $Q$-dependent analysis. As an independent check, the resistance thermometry readings were compared to the vapor pressure readings of the sample. In order to cover the $(Q,\omega)$ range of interest, an incident neutron energy of 755 meV was employed. A measurement was also made with the sample cell empty to determine the sample-independent background scattering.

The collected data in TOF were then converted to energy transfer ($h\omega$) at constant scattering angle using standard procedures. The reader is referred to the recent article by Andersen et al.\(^{44}\) for a detailed discussion of the data transformation from TOF to $S(\phi,\omega)$ and then to $S(Q,\omega)$.

In this article we have made use of the inherent scaling property of the scattering function with $Q$ in the IA generally known as $\nu$ scaling and referred to in the last section. In the IA, the scattering function can be portrayed as the longitudinal momentum distribution $J_{IA}(y)$ and does not depend on $Q$ and $\omega$ separately. However, at moderate $Q$ where the IA does not apply, $\nu$ scaling is still approximately observed and it is useful to present the data as a generalized longitudinal momentum distribution $J(Q,y) = (hQ/m)\tilde{S}(Q,\omega)$ (as discussed in Sec. II), which is weakly $Q$ dependent as a result of FS effects. The experimental data were transformed to $J(Q,y)$ for $Q = 20$ to $29$ Å\(^{-1}\) in steps of 0.5 Å\(^{-1}\) and samples of the data are shown in Figs. 2 and 3. The statistical accuracy of the data is very high.

The observed $J(Q,y)$ consists of a convolution of the underlying momentum distribution, the FS function, and the instrumental resolution function. Hence, for a quantitative analysis of the data, the instrumental resolution function must be accurately known. We have used a Monte Carlo simulation method to calculate the instrumental resolution. In this method, the neutron scattering experiment is simu-
lated using the known instrument parameters, sample cell geometry, and an estimate for the sample scattering function. The incident neutron beam characteristics were modeled using the Ikeda-Carpenter speed and time distribution function with the adjustable parameters determined from a fit to the experimental monitor peaks before and after the sample. The simulation results are obtained in TOF and are then treated in the same way as the experimental data. The result is a convolution between the instrumental resolution function $I(Q,y)$, and the model scattering function input to the simulation. $I(Q,y)$ is then simply deconvoluted from the simulation. The resulting instrumental resolution function is shown as a dashed line in the top left frame of Fig. 3. We observe that $I(Q,y)$ narrows significantly with increasing $Q$ and is quite small at large $Q$, thus increasing the reliability of the data.

V. RESULTS
The dynamic structure factor $J(Q,y) = v R S(Q,\omega)$ was determined at $28 Q$ values in the range $15 \leq Q \leq 29$ Å at five temperatures $T = 0.5$, 1.3, 1.6, 2.3, and 3.5 K. Figure 2 shows the observed $J(Q,y)$ at $Q = 28.5$ Å$^{-1}$ as a function of energy transfer, $y$, including the instrument resolution function (see Fig. 3). In the upper frame, the $J(Q,y)$ at the three temperatures $T = 0.5$, 1.3, and 1.6 K in the superfluid phase ($T < T_s = 2.17$ K) are shown together. These $J(Q,y)$ are clearly all very similar. At $T = 0.5$ K $J(Q,y)$ is slightly higher in the peak region, $y = 0$, where the term $n_0 R(Q,y)$ makes its largest contribution. This reflects the somewhat larger condensate fraction at $T = 0.5$ K. The two $J(Q,y)$ in normal $^4$He at $T = 2.3$ and 3.5 K are plotted together and are also very similar to each other. The peak height at 3.5 K is slightly lower, reflecting a small broaden-
ing of $n(k)$ between $T=2.3$ K and 3.5 K.

In the lower frame of Fig. 2, $J(Q,y)$ at $T=0.5$ K and $T=2.3$ K are plotted together. There we see a marked difference in the $J(Q,y)$ between these two temperatures arising from the condensate term $n_0 R(Q,y)$ at $T=0.5$ K, which is absent in the normal phase. While $n_0 R(Q,y)$ contributes predominantly at the peak ($y=0$), it also contributes in the wings of $J(Q,y)$. This leads to right-left asymmetry in $J(Q,y)$ around $y=0$ at $T=0.5$ K relative to $J(Q,y)$ at 2.3 K. For example, at $y=1.0$ Å$^{-1}$ the right-hand side (RHS) of $J(Q,y)$ at 0.5 K is lower than the LHS relative to the 2.3 K $J(Q,y)$. At $y=2.5$ Å$^{-1}$, the RHS of $J(Q,y)$ at 0.5 K is higher than the LHS relative to the 2.3 K case. This asymmetry at 0.5 K reflects the asymmetry in $R(Q,y)$. The longitudinal momentum distribution $n(y)$ is an even function of $y$ and must be symmetric about $y=0$. At 2.3 K, all of $R(Q,y)$ is folded with the much broader $n(y)$ and this smears out asymmetric features over wide $y$ intervals in $J(Q,y)$ so that they cannot be seen. At $T=0.5$ K the $n_0 R(Q,y)$ term appears “unfolded” and the asymmetry in $R(Q,y)$ can be seen in the data. In this way, the data show directly features expected for a condensate.

Figure 3 shows the observed $J(Q,y)$ at 28.5 Å$^{-1}$ (and 25.0 Å$^{-1}$) along with the fit of the model $J(Q,y)$ from Eqs. (11), (12), and (16) as solid lines. The dotted line is the MARI instrument resolution function. The seven fitted parameters obtained from fits to data at $T=1.6$ K for 19 $Q$ values between $Q=20$ Å$^{-1}$ and 29 Å$^{-1}$ are shown in Fig. 4. The parameters are $n_0$, $\tilde{a}_2$, $\tilde{a}_4$, and $\tilde{a}_6$ which determine the OBDM $n(s)$ and $\tilde{\beta}_3$, $\tilde{\beta}_5$, and $\tilde{\beta}_6$ which determine $R(Q,s)$. From Fig. 4(a), we see that the fitted values of $n_0$ are essentially independent of $Q$—as they should be. Similarly, we see in Fig. 4(b) that the fitted values of $\tilde{a}_2$, $\tilde{a}_4$, and $\tilde{a}_6$ are found to be independent of $Q$. The error bars shown are the error bars that

**FIG. 3.** Data with fits of the model $J(Q,y)$ given by Eqs. (11), (12), and (16) (solid lines) to the data. The dotted line is the MARI instrument resolution function.
emerge from the FRILLS fitting package that we use. These error bars are consistent with an independent determination of the error bars on an individual parameter as discussed in the Appendix and with the fluctuation of the parameters with $Q$.

Figure 4 shows the fitted $\bar{b}_3$, $\bar{b}_5$, and $\bar{b}_6$ values as functions of $Q$. We found $\bar{b}_4$ was small (zero within statistical error) and we set $\bar{b}_4 = 0$. From the upper frame, we see that the fitted $Q\bar{b}_3$ is independent of $Q$ as expected from Eq. (17). The fitted value of $\bar{a}_3/\lambda = 2.43 \pm 0.10$ Å$^{-1}$ in $\bar{b}_3 = \bar{a}_3/\lambda Q$ is shown as the dashed line in Fig. 4(c). From the fits, we find that $\bar{b}_3$ is dominated by its second term in Eq.

![TABLE I. Parameters in the function $J(Q,s)=n(s)R(Q,s)$ given by Eqs. (12) and (16) obtained by fitting to data at $T = 1.6$ K and 2.3 K ($\lambda = h^2/m = 1.0443$ meV Å$^2 = 12.12$ K Å$^3$). In the fits we found that $\bar{a}_4$, $\bar{a}_{54}$, and $\bar{a}_{62}$ in Eq. (17) were small (zero within statistical error) and set these coefficients to zero. The corresponding kinetic energies are $\langle K \rangle = 14.45 \pm 0.3$, $\langle K \rangle = 14.7 \pm 0.3$, and $\langle K \rangle = 16.3 \pm 0.3$ K at $T = 0.5$, 1.6, and 2.3 K, respectively.

<table>
<thead>
<tr>
<th>$T$</th>
<th>$n_0$</th>
<th>$\bar{a}_2$</th>
<th>$\bar{a}_4$</th>
<th>$\bar{a}_6$</th>
<th>$\bar{a}_3/\lambda$</th>
<th>$\bar{a}_{52}/\lambda^3$</th>
<th>$\bar{a}_{64}/\lambda^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.6</td>
<td>0.60 \pm 0.75</td>
<td>0.884 \pm 0.47</td>
<td>1.03 \pm 0.25</td>
<td>2560 \pm 300</td>
<td>215 \pm 25</td>
<td>300 \pm 25</td>
<td>300 \pm 25</td>
</tr>
<tr>
<td>2.3</td>
<td>0</td>
<td>0.897 \pm 0.38</td>
<td>0.38 \pm 0.10</td>
<td>2000 \pm 155</td>
<td>155 \pm 20</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![FIG. 4. Fitting parameters obtained from fits of the model $J_{1A}(s)R(Q,s)$ to data at $T = 1.6$ K over a wide $Q$ range giving final values $n_0 = 0.06 \pm 0.075$, $\bar{a}_2 = 0.884 \pm 0.02$ Å$^{-2}$, $\bar{a}_4 = 0.47 \pm 0.04$ Å$^{-4}$, $\bar{a}_6 = 1.03 \pm 0.10$ Å$^{-6}$ in $J_{1A}(s)$ and $\bar{a}_3/\lambda = 2.43 \pm 0.25$ Å$^{-1}$, $\bar{a}_{52}/\lambda^3 = 2560 \pm 300$ Å$^{-8}$, and $\bar{a}_{64}/\lambda^2 = 215 \pm 25$ Å$^{-8}$ in $R(Q,s)$. The fluctuation of the points with $Q$ reflects the counting statistical error.]

![FIG. 5. Upper frame: Observed momentum distribution $A_1 n^*(k)$ above the condensate at $T = 1.6$ K (solid line) and at $T = 2.3$ K (dotted line). Open circles and open triangles are the corresponding quantities calculated by Ceperley and Pollock (Ref. 20) using PIMC methods at $T = 1.54$ K and 2.50 K. Lower frame: Observed $n^*(k)$ at $T = 1.6$ K and $T = 2.3$ K both normalized to unity for comparison of the shape.]
as the intercept.

\[ \bar{n} = \frac{a_{\delta_2}}{\lambda(Q)} \]  

That is, \( \bar{\beta}_s \) is largely independent of \( Q \). Similarly, \( \bar{\beta}_6 \) is dominated by its first term in Eq. (17), since \( \bar{\beta}_6 Q^2 \) is independent of \( Q \). While the plots in Fig. 4(c) display the \( Q \) dependence of \( \bar{\beta}_s(Q) \) that emerge from the fits well, the \( a_n \) are most accurately obtained by plotting the \( \bar{\beta}_s(Q) \) so that they have a slope and intercept. For example, a plot of \( \bar{\beta}_6 Q^2 = a_{\delta_2} + a_{62} Q^2 \) vs \( Q^2 \) gives \( a_{62} \) as the slope and \( a_{\delta_2} \) as the intercept.

Values of the fitted parameters obtained from fits at the 19 largest \( Q \) values at temperatures of \( T = 1.6 \) K and 2.3 K are listed in Table I. The data at the largest \( Q \) values are the most precise. Also, the data at \( T = 1.6 \) K and 2.3 K are the most precise as discussed in Sec. IV, so that the parameters at these temperatures are quoted. The same model was fitted at all \( T \). The calculation of the errors in the parameters is discussed in the Appendix.

The momentum distribution \( A_1 n^* (k) \) for \( k \) values above the condensate calculated from the fitted parameters in superfluid \(^4\)He at \( T = 1.6 \) K and in normal \(^4\)He at 2.3 K is shown in the upper frame of Fig. 5. At \( T = 2.3 \) K, we find \( n_0 = (0 \pm 0.3)\% \) and \( n^* (k) = n(k) (A_1 = 1) \). Both \( n^* (k) \) are much sharper than a Gaussian. The fitted \( n(k) \) at \( T = 2.3 \) K shown in Fig. 5 agrees with our previous determination. The \( A_1 n^* (k) \) at \( T = 1.6 \) K (solid line) lies below the \( T = 2.3 \) K \( n(k) \) partly because \( A_1 = 0.93 \). In the lower frame of Fig. 5 we have normalized \( n^* (k) \) at both temperatures to unity so that the observed shape of \( n^* (k) \) at \( T = 1.6 \) and 2.3 K can be compared. The \( n^* (k) \) is sharper in normal \(^4\)He than in superfluid \(^4\)He. The fraction that condenses into the \( k = 0 \) state below \( T_\lambda \) appears to come from the low \( k \) states in \( n^* (k) \) just above \( T_\lambda \). We emphasize that the \( n_0 f(k) \) term is not included in Fig. 5.

The path integral Monte Carlo (PIMC) \( n^* (k) \) in normal \(^4\)He (Ref. 20) is shown in the upper frame of Fig. 5 and agrees very well with our experimental \( n^* (k) \), as noted initially by Azuah et al.\(^{38}\) The agreement between PIMC and the present observed \( n^* (k) \) is also good below \( T_\lambda \). There is some discrepancy, much of which comes from a difference in normalization of \( A_1 n^* (k) \) since the PIMC calculations find \( n_0 = 8.5% \) at \( T = 1.54 \) K and we observe \( n_0 = 6.0% \) at \( T = 1.6 \) K. There is no evidence of an \( f(k) \) term in the PIMC results.

FIG. 6. Upper frame: Observed OBDM \( n(s) \) at \( T = 1.6 \) K and \( T = 2.3 \) K. Lower frame: Observed final-state broadening function at \( T = 1.6 \) K and \( T = 2.3 \) K.

FIG. 7. Variation of the fitted \( A_1 n^* (k) \) and \( R(Q,y) \) functions for fixed input \( n_0 \) values showing the smooth variation of these fitted functions with \( n_0 \). The \( n_0 = 0.06 \) value gives the best overall fit (lowest \( \chi^2 \)).

FIG. 8. Temperature dependence of \( n_0(T) \). The circles are obtained using the present fitted \( R(Q,y) \) for \( T = 1.6 \) K (see Fig. 6) at all \( T \), the fitted \( n^* (k) \) for \( T = 1.6 \) K below \( T_\lambda \), and the \( n(k) \) for \( T = 2.3 \) K above \( T_\lambda \). The squares are obtained as above but using \( n^* (k) \) for \( T = 1.6 \) K at all \( T \). The error bars shown reflect the error in the \( T \) dependence only. The solid and dashed lines are guides to the eye.
The upper frame of Fig. 6 shows the OBDM $n(s) = n_0[1 + f(s)] + A_1n^*(s)$ at $T = 2.3$ K and $T = 1.6$ K displaying the condensate term $n_0[1 + f(s)]$ at 1.6 K, particularly. The FS function $R(Q,y)$ at these two temperatures is shown in the lower frame. Clearly, $R(Q,y)$ is effectively independent of temperature as expected for a function that depends on interactions in the fluid. We have used the 1.6 K $R(Q,y)$ in all further analysis.

To verify that $n_0$ is well determined in our fits with a total of seven parameters, we fixed $n_0$ at the values $n_0 = 0.03, 0.05,$ and $0.07$ and refitted for $n^*(k)$ and $R(Q,y)$ at $T = 1.6$ K. The $A_1n^*(k)$ and $R(Q,y)$ for these fixed values of $n_0$ are shown in Fig. 7. The $n^*(k)$ and $R(Q,y)$ change smoothly and consistently with the $n_0$ value selected, showing that $n^*(k)$ and $R(Q,y)$ are reliably determined as a function of $n_0$ in a statistical sense. The converse should also be true. The lowest global $\chi^2$ and best fit was obtained for $n_0 = 0.06$.

Using the best fit $R(Q,y)$ at $T = 1.6$ K (see Fig. 6) at all temperatures we refitted to get $n_0(T)$ as a function of $T$. In the fit, $n^*(k)$ shown in Fig. 5 for $T = 1.6$ K was used for $T < T_\lambda$ and $n^*(k)$ for $T = 2.3$ K was used for $T > T_\lambda$. The resulting $n_0(T)$ are shown by the open circles in Fig. 8. The squares in Fig. 8 were obtained in the same way except the $n^*(k)$ obtained for $T = 1.6$ K was used at all $T$. $T > T_\lambda$ and $T < T_\lambda$. Clearly a smooth $n_0(T)$ is obtained. Also we find $n_0 = 0$ in normal $^4$He even if $n^*(k)$ at $T < T_\lambda$ is used. The error bars on $n_0(T)$ in Fig. 8 are the statistical error in the $T$ dependence of $n_0(T)$ only. At $T = 0.5$ K we find $n_0 = (7.2 \pm 0.5)\%$ (see the Appendix) and a fit to the $T$ dependence gives

$$n_0(T) = n_0(0)[1 - (T/T_\lambda)^\gamma]$$

with $n_0(0) = (7.25 \pm 0.75)\%$ and $\gamma = 5.5 \pm 1.0$.

Finally, Fig. 9 compares the present $n_0(T)$ shown in Fig. 8 (see parameters in Table I) with Monte Carlo (MC) values and previous measurements by Sosnick et al.\textsuperscript{24} As noted the total error in the present $n_0$ is $\pm 0.75\%$ (see the Appendix). These values are discussed below.

**VI. DISCUSSION**

From fits to data, we have obtained a condensate fraction of $n_0 = (7.25 \pm 0.75)\%$ at $T = 0$ K and the $T$ dependence of
the fitted condensate fraction and $A_{18}$ using GFMC methods. Ceperley and Pollock using PIMC methods find occupation of low states determined by Sokol and collaborators and (9) ing $n_{0}$ (k) smoothly to zero by $k_{c}<0.7$ Å$^{-1}$. We have added a Gaussian cutoff with parameter $k_{c}=0.5$ Å to bring $n_{0}(k)$ smoothly to zero by $k_{c}<0.7$ Å$^{-1}$. With this $k_{c}$ value $n_{0}(s)$ contributes approximately 15% to $n_{0}[1+f(s)]$ in the range $2.5<s<4.5$ Å over which $n_{0}$ is measured in the present method. Specifically, at $T=0.5$ K and $Q=28.5$ Å$^{-1}$ shown in Fig. 2, $n_{0}$ increases from $n_{0}(s=7.00\pm0.78)%$ to $n_{0}=8.10\pm0.95)%$ if the $n_{0}(s)$ term is not included at all. If $k_{c}$ is reduced from $k_{c}=0.5$ to $k_{c}=0.3$, $n_{0}$ increases to $n_{0}=7.3%$. The latter sensitivity to $k_{c}$ is included in the present quoted error of $n_{0}$. In PIMC calculations $n_{0}$ is determined by the height of $n(s)$ at large $s$. At large enough $s (s \geq 6$ Å), $f(s)$ is small and does not contribute to this height. The essential issue is that $n_{0}(s)$ does contribute to $n_{0}[1+f(s)]$ in the range $2.5<s<4.5$ Å that we can access in experiment to determine $n_{0}$ and it must be included.

To test the sensitivity of $n_{0}(T)$ to the FS function $R(Q,y)$, we refitted these data using the present model $n(k)$ in Eq. (10) combined with the $R(Q,y)$ calculated by Silver and Carrao and Koonin, and by Mazziati et al. The FS functions are shown in Fig. 10 and the $n_{0}(T)$ obtained using these functions are shown in Fig. 11. The upper frame of Fig. 11 shows $n_{0}(T)$ obtained for the four $R(Q,y)$ when the present observed $n_{0}(k)$ is used in $n(k)$. The lower

$n_{0}(T)$ shown in Fig. 9. This compares with $(10\pm1.25)%$ found by Sokol and collaborators and $(9\pm0.01)%$ at $T=0$ K calculated by Whitlock and Panoff and by Kalos $n(k)$ shows a clear broadening of $n_{0}(k)$ as $T$ is decreased through $T_{\lambda}$. Below $T_{\lambda}$, there is also the $n_{0}(f(k))$ component shown in Fig. 1 which contributes at very low $k$ values.

We find that the value of $n_{0}(T)$ below $T_{\lambda}$ obtained in our fits is not sensitive to reasonable variation of $n_{0}(k)$. For example, we find the same $n_{0}(T)$ using our fitted $n_{0}(k)$ for normal $^{4}$He, the PIMC $n_{0}(k)$, and our fitted $n_{0}(k)$ for $T<T_{\lambda}$.

The term $n_{0}(f(k))$ coupling the condensate to states above the condensate is highly localized near $k=0$ and its Fourier transform $n_{0}(f(s))$ is long range in $s$ (see Fig. 1). When convoluted with $R(Q,y)$ at the present $Q$ values, this term cannot be distinguished from $n_{0}(\delta(k))$. This term has a firm theoretical foundation at low $k$ (e.g., $k<0.2$ Å$^{-1}$) and must be included. However, its behavior at higher $k$ is not well known. It must vanish by the end of the phonon region of the phonon-roton excitations ($k<0.7$ Å$^{-1}$). We have added a Gaussian cutoff with parameter $k_{c}=0.5$ Å to bring $n_{0}(k)$ smoothly to zero by $k_{c}<0.7$ Å$^{-1}$. With this $k_{c}$ value $n_{0}(s)(f(s))$ contributes approximately 15% to $n_{0}[1+f(s)]$ in the range $2.5<s<4.5$ Å over which $n_{0}$ is measured in the present method. Specifically, at $T=0.5$ K and $Q=28.5$ Å$^{-1}$ shown in Fig. 2, $n_{0}$ increases from $n_{0}(s=7.00\pm0.78)%$ to $n_{0}(s=8.10\pm0.95)%$ if the $n_{0}(s)$ term is not included at all. If $k_{c}$ is reduced from $k_{c}=0.5$ to $k_{c}=0.3$, $n_{0}$ increases to $n_{0}=7.3%$. The latter sensitivity to $k_{c}$ is included in the present quoted error of $n_{0}$. In PIMC calculations $n_{0}$ is determined by the height of $n(s)$ at large $s$. At large enough $s (s \geq 6$ Å), $f(s)$ is small and does not contribute to this height. The essential issue is that $n_{0}(s)$ does contribute to $n_{0}[1+f(s)]$ in the range $2.5<s<4.5$ Å that we can access in experiment to determine $n_{0}$ and it must be included.

To test the sensitivity of $n_{0}(T)$ to the FS function $R(Q,y)$, we refitted these data using the present model $n(k)$ in Eq. (10) combined with the $R(Q,y)$ calculated by Silver and Carrao and Koonin, and by Mazziati et al. The FS functions are shown in Fig. 10 and the $n_{0}(T)$ obtained using these functions are shown in Fig. 11. The upper frame of Fig. 11 shows $n_{0}(T)$ obtained for the four $R(Q,y)$ when the present observed $n_{0}(k)$ is used in $n(k)$. The lower
frame of Fig. 11 shows the \(n_0(T)\) obtained when the PIMC \(n^\text{a}(k)\) is used. Clearly, \(n_0(T)\) does depend sensitively on the \(R(Q,y)\) used.

The \(R(Q,y)\) calculated by Carraro and Koonin\(^{46}\) yields \(n_0(T)\) values close to those obtained using the experimental \(R(Q,y)\). However, \(n_0(T)\) obtained using the Silver\(^{33,26}\) and Mazzanti \textit{et al.}\(^{47}\) \(R(Q,y)\) are much lower, \(n_0\approx4\%\). In normal \(^4\text{He}\) we find \(n_0=0\) independent of the FS function used.

The calculated \(R(Q,y)\) are narrower and have a higher peak at \(y=0\) than our observed \(R(Q,y)\). We believe that the width at half height of \(R(Q,y)\) is an important factor in setting the corresponding \(n_0\) value obtained—a narrow \(R(Q,y)\) leads to a smaller \(n_0\). For example, the Carraro and Koonin (CK) \(R(Q,y)\) is somewhat broader in the high half height region than the other two calculated \(R(Q,y)\). Secondly, the accuracy of \(R(Q,y)\) at large \(y\) where \(R(Q,y)\) oscillates is very important. An accurate \(R(Q,y)\) for \(y\approx1.5\ \AA^{-1}\) is needed for \(n_0R(Q,y)\) to select its full value in the fit. The oscillations in the CK and our observed \(R(Q,y)\) have similar amplitudes. Also, we found that the calculated \(R(Q,y)\) all peaked at higher \(y\) values than the observed \(J(Q,y)\). Since \(n(y)\) is symmetric in \(y\), the peak position of \(J(Q,y)\) is set by \(R(Q,y)\). If this position is not correct, a poor fit is obtained and the \(n_0R(Q,y)\) term does not assume its full value in the fit. The last two factors appear to be responsible for the low \(n_0\) obtained for the Silver and the Mazzanti \textit{et al.} \(R(Q,y)\).

In contrast, the observed \(R(Q,y)\) could be too broad near \(y=0\). There is no clear impetus for a narrower \(R(Q,y)\) except that the fits to data shown in Fig. 3 fall marginally below the data at \(y=0\) for \(T<T_\lambda\). Since the \(n^\text{a}(k)\) agrees well with PIMC values, the low \(J(Q,y)\) at \(y=0\) probably results from \(R(Q,y)\). In this case \(n_0\) might be too large to be compensated. To explore the connection with \(n_0\), we replotted the \(Q=28.5\ \AA^{-1}\) and \(T=0.5\ \text{K}\) data fitted with different \(n_0\) values in Fig. 12. The top frame shows the best fit (lowest \(\chi^2\)) giving \(n_0=7.00\%\). The middle frame shows the same fit with \(n_0\) alone artificially increased to \(8\%\). A change of \(n_0\) of \(1\%\) provides good agreement at \(y=0\) and gives the magnitude of possible error in \(n_0\). However, if we increase \(n_0\) further to \(9\%\) and re-fit \(n^\text{a}(k)\), the fit again falls marginally below the data near \(y=0\), as shown in the lower frame of Fig. 12. The chief point is that \(n_0R(Q,y)\) contributes at all \(y\) values, not just \(y=0\). The \(n_0\) follows from the best fit over the whole range of \(y\) values. The fact that the Carraro and Koonins\(^{46}\) \(R(Q,y)\), which has a high peak at \(y=0\), and the observed \(R(Q,y)\), which is much lower at \(y=0\), gives similar \(n_0\) values supports this picture. A fit that is low at \(y=0\) does not mean that \(n_0\) is too low or too high, probably only that \(R(Q,y)\) is somewhat too broad.

If we fix \(n_0=0\) and re-fit the data in the superfluid phase to obtain \(n(k)\) and \(R(Q,y)\) it is possible to obtain a reasonable fit. However, the \(n(k)\) obtained is unrealistic as shown in Fig. 13. A large change in \(n(k)\) between \(T=2.3\ \text{K}\) and \(T=1.6\ \text{K}\) is required, for example. The \(n(k)\) must sharpen dramatically at low \(k\) over a small temperature interval of 0.7 \(\text{K}\) between 2.3 K and 1.6 K. This would be most unexpected in a cold quantum liquid where the thermal contribution (\(T=2\ \text{K}\)) is already small compared to the zero point energy (e.g., \(<K>=15\ \text{K}\)). Thus, while the data can always be fitted without a condensate, the result is physically unrealistic.

The present \(R(Q,y)\) has three terms,

\[
R(Q,y) = \exp\left[ \frac{is^3}{3!} \frac{\bar{a}_3}{\lambda Q} - \frac{is^5}{5!} \frac{\bar{a}_{52}}{(\lambda Q)^3} - \frac{s^6}{6!} \frac{\bar{a}_{64}}{(\lambda Q)^2} \right]
\]

and depends on three parameters \(\bar{a}_3, \bar{a}_{52}\), and \(\bar{a}_{64}\). As noted above, we found from the fits that \(\bar{a}_3, \bar{a}_{52}\), and \(\bar{a}_{64}\) in Eq. (17) were small (zero within statistical error) and we set these coefficients equal to zero. A fitted \(R(Q,y)\) with only three terms may not be sufficiently flexible. To test this we increased the number of terms retained, up to \(s^{10}\), independently of whether the coefficients could be meaningfully determined in a fit to data. We found that a significantly narrower \(R(Q,y)\) was not obtained without also leading to unrealistic behavior of \(R(Q,y)\) at large \(y\). Thus the width of \(R(Q,y)\) appears to be largely set by the functional form in Eq. (16).

The expansion of \(R(Q,s)\) in Eq. (16) has the correct structure to satisfy the first six moments \(\bar{R}_n = \int dy y^n R(Q,y)\), of \(R(Q,y)\). In particular, the zeroth, first, and second moments \(\bar{R}_0=1, \bar{R}_1=\bar{R}_2=0\) are automatically satisfied by Eq. (16) because there are no terms in \(s\) or \(s^2\). To obtain the correct values of \(\bar{R}_3=\beta_3=\bar{a}_3/\lambda Q\) and \(\bar{R}_4=\beta_4=\bar{a}_4/(\lambda Q)^2\) requires that the correct values of \(\bar{a}_3\) and \(\bar{a}_4\) emerge from the fit. We find \(\bar{a}_3/\lambda=2.5\pm0.2\ \AA^{-4}\) from our fit compared with a value \(\bar{a}_3/\lambda=5.1\pm0.5\ \AA^{-4}\) calculated using PIMC methods\(^{39}\) and a value \(\bar{a}_4/\lambda=5.55\ \AA^{-4}\) calculated by Rinat \textit{et al.}\(^{48}\) The coefficient \(\bar{a}_3\) is somewhat below the expected value. In the fit, there is some compensation between \(\beta_3\) and \(\beta_5\). Similarly, the fitted value of \(\bar{a}_4/\lambda^2\) is in reasonable agreement but somewhat below the calculated value.\(^{39}\) While the present \(R(Q,y)\) satisfies many moment relations and provides an excellent representation of FS effects, the three terms retained up to \(s^6\) appear to simulate higher power terms not retained in the series. That is, the values of the coefficients adjust to best reproduce the whole series. Thus, while the function \(R(Q,y)\) is well represented, the coefficient of each term in the truncated series may not correspond to the value expected if the whole series were retained.

We recently became aware of the extensive diffusion Monte Carlo calculations of liquid helium by Moroni \textit{et al.}\(^{50}\) They find a condensate fraction of \(n_0=7.17\%\) at \(T=0\ \text{K}\) and SVF, lower than previous MC values but in excellent agreement with the present observed value. Their momentum distribution and OBDM are similar to those found here but \(n(k)\) has a ‘‘shoulder’’ at approximately \(k=2\ \AA^{-1}\) that is not observed here.

\textbf{VII. CONCLUSION}

The present results show that there is definitely a condensate in superfluid \(^4\text{He}\). This is demonstrated by the clear asymmetry of the observed \(J(Q,y)\) about \(y=0\) seen in the superfluid phase but not seen in the normal phase (see Fig. 2). This asymmetry arises from the term \(n_0R(Q,y)\) in \(J(Q,y)\) that appears when there is a condensate. Using the same model to fit the data above and below \(T_\lambda\), we find a finite \(n_0\) below \(T_\lambda\) and \(n_0=0\) above \(T_\lambda\), independent of mo-
momentum distribution $n^*(k)$ and final-state function $R(Q,y)$ used—although $n_0$ below $T_\lambda$ is small when some calculated $R(Q,y)$ are used. Finally, a fit to the data in the superfluid without a condensate leads to a large and unrealistic change in $n(k)$ between $T = 2.3$ K (above $T_\lambda$) and $T = 1.6$ K (below $T_\lambda$) (see Fig. 13). The condensate is also reflected in the sensitivity of the results to $R(Q,y)$ below $T_\lambda$ and the relative insensitivity to $R(Q,y)$ above $T_\lambda$.

A best fit to the data leads to $n_0(T) = n_0(0)[1 - (T/T_\lambda)^\gamma]$ with $n_0(0) = (7.25\pm 0.75\%$ and $\gamma = 5.5\pm 1.0$. The statistical error on $n_0(0)$ is $0.3\%$ with the remainder of the error arising from uncertainty in the sharply peaked component of the momentum distribution: the $n_0/k$ term in Eq. (13). This value is 30% below previously accepted values. It agrees with a recent diffusion Monte Carlo value, consistent with PIMC values at finite $T$, but is lower than previous $T = 0$ Monte Carlo values, which predict $n_0(0) = 9.0\%$.

The shape of the momentum distribution $n^*(k)$ was determined in both phases and has much higher occupation of low $k$ states than a classical, Gaussian $n(k)$. The $n^*(k)$ broadens somewhat as $T$ is lowered below $T_\lambda$—as if some of the low momentum occupation in the normal phase drops into the condensate in the superfluid phase. The final-state function $R(Q,y)$ was determined from the data. We find that it is largely independent of temperature and the same in normal and superfluid $^4$He within precision (see Fig. 6). The Fourier transform $R(Q,s)$ appears in Eq. (17) with parameter values listed in Table I. This expression can be used to obtain $R(Q,y)$ at higher or lower $Q$ values. It is less sharply peaked near $y = 0$ than most calculated $R(Q,y)$ and shows oscillations at larger $y$ values needed to satisfy the moment relations. The condensate fraction obtained is the same or smaller when calculated $R(Q,y)$ are used in the data analysis.
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**APPENDIX**

In this appendix we discuss how the errors in the fitting parameters $n_0, \bar{\alpha}_2, \bar{\alpha}_4, \bar{\alpha}_6, \bar{\alpha}_3, \bar{\alpha}_5, \bar{\alpha}_6$ listed in Table I are established. First, the errors bars shown in Fig. 4 on these parameters at a given $Q$ value are errors calculated by the fitting program FRILLS that was used to find the values of the parameters themselves. These error bars reflect the statistical error $\sigma_j$ in the observed data points $d_i = J_{obs}(Q,y)\pm \sigma_j$.

As a check, we determined the errors at a given $Q$ independently from the mean square deviation $\chi^2$ of the data points $d_i$ from the fitted function $j_i = J(Q,y)$. We define $\chi^2$ as

$$\chi^2 = \frac{1}{N_p} \sum_i^n \left( \frac{d_i - j_i}{\sigma_i} \right)^2$$

where $N_p = N - M + 1$, $N$ is the number of data points, $M$ is the number of fitting parameters, and $\sigma_i$ is the statistical error of $d_i$. The best fit values of the parameters in the function $j_i = J(Q,y)$ are those that minimize $\chi^2$. If the fit of $j_i$ to the observed points $d_i$ is good, the deviation of the $d_i$ from the function $j_i$ will arise largely from the statistical error $\sigma_i$ (i.e., $d_i - j_i = \sigma_i$). In this event, the minimum value $\chi^2$ of $\chi^2$ will be $\chi^2_m = 1$.

If we assume that $\chi^2$, as a function of the fitting parameters, is distributed as a Gaussian about the minimum value $\chi^2_m$, then, when a parameter is moved one standard deviation away from its best value, $\chi^2$ increases from $\chi^2_m$ to $\chi^2_m + 1/N$. We can determine the standard deviation of a parameter, say $n_0$, by adjusting $n_0$ until $\chi^2$ increases from $\chi^2_m$ to $\chi^2_m + 1/N$. For example, at $Q = 27.5$ Å$^{-1}$ and $T = 1.6$ K this procedure gives a standard deviation of $n_0$ of 1.15%. In this case $\chi^2_m = 1.0175, \chi^2_m + 1/N_p = 1.0257$ ($N_p = 122$) and it is important to readjust all other parameters as $n_0$ is changed. This error agrees well with the error $n_0(=6.10\pm 1.06\%)$ calculated by FRILLS and shown in Fig. 4 at $Q = 27.5$ Å$^{-1}$. We found a similar agreement of errors at other $Q$ values, at other temperatures, and for other parameters. At some $Q$ values the error is large because the data set was small.

The fluctuation of the parameters with $Q$ (e.g., $n_0$) shown in Fig. 4 arises from the statistical error in determining the parameters. The magnitude of this fluctuation can also be used to determine the statistical error in the parameters. For example, one standard deviation of the parameter value should cover 68% of the points shown in Fig. 4. In the case of $n_0$, $n_0 = (5.7\pm 1.2\%)$ readily covers 70% of the points in Fig. 4(a). This determination of the statistical error of $n_0$ agrees well with the other two determinations noted above in most cases.

We have used the fluctuation of the parameters with $Q$ shown in Fig. 4 to determine their error. Since there are $N_0$ values of $Q$, we may divide this error on the parameter by $\sqrt{N_0}$. This gives $(N_0 = 19)$, for example, $n_0 = (5.7\pm 0.3\%)$ or a standard deviation of $\sigma = 0.3\%$. Similarly, we obtain $\sigma_y = 0.884\pm 0.01$. In a previous paper we determined the error from the fluctuation of the parameter with $Q$ but did not divide by $\sqrt{N_0}$.

As noted in the text the function $f(k)$ contains a cutoff parameter $k_c$ which is not known with certainty. This uncertainty adds an additional error (to $n_0$ especially). We may incorporate this uncertainty in the error of $n_0$ as follows. The $k_c$ lies in the range $0.3\leq k_c \leq 0.7$ Å$^{-1}$ with perceived best value $k_c = 0.5$ Å$^{-1}$. At $Q = 27.5$ Å$^{-1}$ and $T = 1.6$ K, we find $n_0$ varies from $n_{0L} = (6.37\pm 1.12\%)$ to $n_{0L} = (6.10\pm 1.03\%)$. This is a typical change with $k_c$. Assuming that the standard deviation $\sigma$ of both $n_{0L}$ and $n_{0L}$ is the same as obtained above for $n_{0C} = 5.7\%(k_c = 0.5)$ (i.e., $\sigma = 0.3\%$), the $n_0$ values range from $n_{0L} - \sigma < n_0 < n_{0L} + \sigma$. This gives an average value $n_{OM} = [(n_{0L} + \sigma) + (n_{0L} - \sigma)]/2 = 5.9\%$ and spread $S = 2\sigma = [(n_{0L} + \sigma) - (n_{0L} - \sigma)]/2 + \sigma = 0.5\%$. Including the uncertainty...
in \( k_c \), we obtain a condensate fraction \( n_0 = n_{0M} \pm \sigma_T = (5.9 \pm 0.5\%) \) with a \( \sigma_T = 0.5\% \) total standard deviation. When \( k_c \) is changed from \( k_c = 0.5 \) to 0.3, the best fit \( \tilde{\alpha}_x \) parameters change by approximately 1%. There is no change from \( k_c = 0.5 \) to 0.7. This procedure is an approximation to the general method of evaluating \( \chi^2 \) as a function of \( k_c \) and \( n_0 \) and determining values of \( n_0 \) at which \( \chi^2 = \chi^2_{\text{min}} + 1/N \) over the range \( 0.3 \leq k_c \leq 0.7 \).

For \( n_0 \) we round the result to \( n_0 = (6.0 \pm 0.75\%) \), allowing an additional error of 0.25\% for error in the form of \( f(k) \). The error \( \pm 0.75\% \) arises from 0.3\% statistical error and 0.45\% for uncertainty in the function \( f(k) \). It is less than the error quoted previously,\(^{39}\) which was too large in both the statistical error and in the uncertainty arising from \( k_c \). The present error arises predominantly from uncertainty in the \( n_0 f(k) \) term.

25. P. E. Sokol, in Bose-Einstein Condensation (Ref. 13).