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When teaching thermal physics and statistical mechanics the authors find a lot of confusion among students about the meaning of the chemical potential $\mu$. It seems particularly difficult for students to develop a physical picture of what $\mu$ is. In this paper some simple, pedagogical models are developed to make the meaning of $\mu$ clear, for a few selected systems. © 1995 American Association of Physics Teachers.

I. INTRODUCTION

After several years of teaching thermal physics and statistical mechanics to undergraduates, the authors find that there is still a lot of confusion about the meaning of the "chemical potential," $\mu$. Typically, students learn the definition of $\mu$, its properties and consequences, and work problems using it, but often still ask "But what is it?" In this paper we try to clarify the meaning of $\mu$.

II. GENERAL DISCUSSION OF CHEMICAL POTENTIAL

Consider a system which can exchange energy and particles with a reservoir, and the volume of which can change. Energy acquired by the system, through heating, increases its internal energy, $U$, by $TdS$, where $T$ is the temperature of the system, and $S$ is the entropy of the system. If the system expands by volume $dV$ at pressure $p$, the work done by the system is $pdV$. If the system gains $dN$ particles (all of one single type), then $U$ increases by $\mu dN$, where $\mu$ is the chemical potential. The change in the internal energy is then

$$dU = TdS - pdV + \mu dN.$$  (1)

This relation is commonly called the thermodynamic identity, valid for infinitesimal, reversible processes.

It follows that

$$\mu = \frac{\partial U}{\partial N} \bigg|_{S,V}$$  (2)

We would like to look at what Eq. (2) tells us for some simple systems.

A. A system of distinguishable, classical particles

Consider a simple, idealized system. Suppose the single particle energy eigenvalues are quantized in integer multiples of energy $\epsilon$, as shown in Fig. 1. In general, $\epsilon$ will depend on the volume, $V$, of the system, but we will insist on holding $V$
constant in this example. We assume that the energy eigenstates are nondegenerate. The system is like that of a collection of simple harmonic oscillators, but with the zero of the single particle energy scale shifted.

Let two distinguishable particles, labeled R and B, make up this system, and assume initially the total energy \( U = 2 \varepsilon \). How many microstates are available? We could have

\[
\begin{array}{cc}
R & B \\
2\varepsilon & 0 \\
0 & 2\varepsilon \\
\varepsilon & \varepsilon \\
\end{array}
\]

showing that there are three microstates. The entropy of a system can be defined in terms of the Boltzmann constant, multiplied by the logarithm of the number of microstates available, so the entropy for this system is given by

\[
S = k \ln g,
\]

where \( k \) is the Boltzmann constant, and \( g \) is the total number of microstates available. Hence, for the system being considered, \( S = k \ln 3 \).

Let the volume of the system remain fixed, but consider adding another distinguishable particle, labeled W, with zero energy, so that the total energy is still \( U = 2 \varepsilon \). We list the available microstates

\[
\begin{array}{ccc}
R & B & W \\
2\varepsilon & 0 & 0 \\
0 & 2\varepsilon & 0 \\
\varepsilon & \varepsilon & 0 \\
\varepsilon & 0 & \varepsilon \\
0 & \varepsilon & \varepsilon \\
\end{array}
\]

The entropy, by Eq. (3), has increased to \( S = k \ln 6 \).

So what is the chemical potential? According to Eq. (2), it is calculated as the change in internal energy of the system, when one more particle is added, while holding the volume and

\[
\mu = -\varepsilon.
\]

The negative sign in the equation above simply indicates that the system’s energy must decrease as a particle is added, so that the entropy remains constant.

B. Ideal gas

It is standard\(^1\) in statistical physics to calculate the partition function for an ideal gas, and then to use identities involving derivatives of the logarithm of the partition function to determine \( U, p, S, \mu, \) and so on. This method is explained in detail in many books on statistical mechanics.\(^1\) For an ideal monatomic gas, at temperature \( T \), high enough for the gas to behave classically, in a box of volume \( V \), the results for the entropy and chemical potential are as follows:

\[
S = Nk \left[ \ln \frac{V}{N} + \frac{3}{2} \ln \left( \frac{mU}{3N\pi\hbar^2} \right) + \frac{5}{2} \right] \quad (4)
\]

and

\[
\mu = -kT \ln \left[ g^\frac{V}{N} \left( \frac{mkT}{2\pi\hbar^2} \right)^{3/2} \right], \quad (5)
\]

where \( g \) is the degeneracy of the particles: \( g = 2s + 1 \) for example, for particles of spin \( s \).

Equation (4) is known as the Sackur-Tetrode equation. The internal energy is given by

\[
U = \frac{3}{2} NkT, \quad (6)
\]

as discussed in many texts.\(^1\)
Fig. 4. Variation with temperature of the chemical potential of an ideal Bose gas. $T_B = (3.31\hbar^2/mk)\{(N/(2s+1))V\}^{2/3}$, where $s$ is the spin of the boson and $m$ is the mass of a single particle. $T_B$ is the temperature at which all bosons should be in excited states, leaving the single particle ground state essentially empty.

C. Ideal Fermi gas (Ref. 2)

We have demonstrated that for a classical gas, $\mu < 0$. In the classical limit, i.e., at high temperature and large $N$, both Fermi gases and Bose gases should behave classically; in particular, their chemical potentials should be negative. Having made this point we look at the form of $\mu$ for an ideal Fermi gas, shown in Fig. 2.

Since this form is well documented in many texts, we display only a sketch of it here. At high temperature the form of $\mu$ does indeed approach that of an ideal classical gas. But we see that $\mu > 0$ at low temperature. Why?

At $T=0$ all the low lying single-particle states are filled, up to the Fermi energy, $\epsilon_f$, in accordance with the Pauli exclusion principle. Each state is shown in Fig. 4, filled with two spin 1/2 fermions, one with spin up, and one with spin down. All states above the Fermi level are empty. There is only one microstate available to the system, and the entropy $S=0$, in accordance with the third law of thermodynamics.

Let us now add another fermion, at $T=0$. It must go into a single particle state at, or just above, the Fermi level. So the energy increase of the system is $\Delta U = \epsilon_f$, and thus

$$\mu = \epsilon_f.$$

Note that this is a positive quantity. There is still only one available microstate, so the entropy of the Fermi gas is still zero. Equation (2) shows that this energy really is the chemical potential for this zero temperature Fermi gas.

As the temperature rises, the total internal energy of the system increases, and some of the fermions begin to occupy excited states. The entropy of the system also increases, as the temperature rises, because more microstates become available. Imagine the gas at a very low, but nonzero, temperature, and consider the effect of adding one more particle. To satisfy Eq. (2), the entropy of the system must not increase when the particle is added. The new particle must go into one of the states close to the energy level $\epsilon_f$, since fermions leave these states first, when excited into higher states. In fact, the new particle must go into a low lying, vacant single particle state, which will be a little below $\epsilon_f$.

The gas must also be cooled a little, to avoid increasing the number of accessible microstates. (Usually, adding a particle to a system causes an increase in the number of accessible
microstates, even if the internal energy of the system remains constant. The reason is that the number of ways of distributing the total energy, among the particles, increases. This was shown in Sec. II A. The change in internal energy of the Fermi gas, $\Delta U = \mu$, must therefore be positive, but a little smaller than $\epsilon_f$.

At slightly higher temperatures more fermions are excited into higher single particle states. More of the low lying single particle states become vacant, and the energy of the lowest lying single particle states gets smaller. To add a new particle without increasing the entropy requires the new particle to go into a low lying single particle state, considerably below $\epsilon_f$, while, once again, cooling the gas slightly, to avoid an increase in the number of microstates, and therefore, entropy; hence $\Delta U = \mu$ will be well below $\epsilon_f$. The chemical potential, $\mu$, therefore decreases, from $\epsilon_f$ at $T = 0$, to smaller and smaller values, until $\mu = 0$, just below the temperature $T_f = \epsilon_f/k$, at which even the single particle ground state is unlikely to be occupied.

After this point, $\mu$ becomes negative. If a new particle is added to the system, internal energy must decrease, to comply with the constraint spelled out in Eq. (2), that the entropy remains constant.

As the temperature rises, the gas eventually begins to mimic classical behavior: the chemical potential decreases and becomes increasingly negative. In this way, the behavior of $\mu$ in Fig. 2 can be completely understood.

D. Ideal Bose gas (Refs. 3 and 4)

A sketch of the chemical potential for an ideal Bose gas is displayed in Fig. 4. The energy scale has been chosen so that the single particle ground state of the system has energy equal to zero. The derivation of $\mu$ as a function of temperature, $T$, is discussed in Appendix B.

At high temperature $\mu$ behaves classically, but at low temperature $\mu \rightarrow 0$. Why?

The answer to this question is easy. As $T \rightarrow 0$ the bosons begin to form a “condensate,” that is, they all go into the lowest energy eigenstate available, with $\epsilon = 0$. Bosons do not obey any exclusion principle, so there is nothing to prevent the condensation. At $T = 0$ they are all in the ground state, with zero energy. There is only one available microstate, so $S = k \ln 1 = 0$. If another boson is added to the system, while keeping the entropy constant, it must have zero energy, and go into the ground state too, so $\Delta U = 0$, $\Delta S = 0$, and hence $\mu = 0$.

Consider the Bose gas at very low, but finite, temperature. The internal energy of the gas has increased, and a few bosons are in excited states. Most are still in the ground state. The entropy of the gas has also increased, because the number of microstates available has increased. Consider adding one more particle. For the purpose of calculating $\mu$, Eq. (2) requires that the entropy remain constant. The new particle could be added into the ground state, with zero energy. The number of microstates available to the system probably increases since the number of ways of distributing the given internal energy of the system among the particles present, usually increases when an extra particle is added. At very low temperatures, this increase in the number of microstates is a very small number. Therefore, the entropy of the system would also increase by a small amount. The internal energy of the gas should be allowed to decrease slightly, by cooling the system, so the number of available microstates does not increase, and the entropy is held fixed. Therefore, the chemical potential is very small in magnitude, at low temperature, and negative.

As the temperature increases, the net internal energy of the Bose system increases. More particles are in excited states, and fewer particles lie in the ground state. If one more, extra particle is added, it should still go into the ground state with zero energy. Nevertheless, the number of microstates available, and hence the entropy, increases, because the number of ways of distributing the internal energy among the available particles increases. $\mu$ must be negative to compensate for this effect.

The chemical potential of the Bose gas remains close to zero, and negative, until the temperature $T_b$ is reached, at which point the occupancy of the single particle ground state becomes vanishingly small. $T_b$ is called the Bose temperature, or the Bose–Einstein condensation temperature; see Appendix B. The occupancy of the ground state is microscopic at this temperature, and above it (meaning that there may be a few bosons in the ground state, but this number is tiny compared to the number of bosons in the system). $T_b$ is given by

$$T_b = \frac{3.31 k}{mk} \left[ \frac{N}{(2s+1)V} \right]^{2/3},$$

where $s$ is the spin of the bosons, $V$ is the volume, and $N$ is the total number of bosons in the system. Equation (8) is obtained by setting the number of particles in excited states equal (essentially) to the total number in the system. See Appendix B for details.

At temperatures higher than $T_b$ the condensate in the ground state is no longer present; if an extra particle is added to the system, even into the ground state, the entropy increases by a large amount because the number of ways of distributing the internal energy between the particles is large, resulting in many more microstates available. The system must be cooled to keep the entropy from increasing. At temperatures higher than $T_b$ this effect predominates. When the condensate has evaporated, $\mu$ becomes rapidly more negative, eventually mimicking ideal gas behavior.

To understand the behavior of $\mu$ shown in Fig. 4 it is crucial to understand the effect the condensation in the ground state has on the system.

To see how this works the reader is invited to do a simple exercise, which demonstrates how $\mu$ stays close to zero at low temperature, below $T_b$, and then becomes rapidly more negative. Consider a system of bosons in which the single particle energy eigenvalues are equally spaced, as shown in Fig. 1, with single particle ground state energy equal to zero (this is a simpler system than the Bose gas, but it shares some of the properties of the gas). Let the number of bosons in the system be $N$, and suppose the temperature is $T = 0$. At zero temperature there is only one microstate available to the system; $U = 0$ and $S = 0$. Consider adding another particle. Add it into the ground state. $\Delta U = 0$ and $\Delta S = 0$, so $\mu = 0$.

Start with $N = 2$. Assume the temperature has increased, so the total internal energy of the system is $\epsilon$. $S = 0$ in this case, also; only one microstate is available. Consider adding another particle. Put it in the ground state making $\Delta U = 0$. There are no new microstates, so $\Delta S = 0$. Hence, $\mu = 0$, still.

Assume $N = 2$, but the temperature has again increased, consistent with $U = 2 \epsilon$. The number of available microstates has increased to 2. Consider adding one more particle. Add it
to the ground state with zero energy. Still, the number of available microstates remains constant at two. So \( \mu = 0 \), still.

Keep \( N = 2 \), but allow the temperature to increase, consistent with \( U = 3e \). There are only two microstates available and \( S = k \ln 2 \). Add one more particle with zero energy, keeping \( U = 3e \). Suddenly, the number of microstates available to the system has increased, and \( \mu \) must begin to go negative.

\( \mu \) begins to decrease significantly from zero, only when the temperature increases enough (i.e., above \( T_b \)) to make the probability of finding the ground state occupied depart significantly from 1.

Repeat this example for \( N = 3, 4, 5, \ldots \). You will see that as \( N \) increases, \( T_b \) also increases; \( \mu \) stays close to zero until higher and higher temperatures are reached (consistent with higher and higher values of the internal energy of the gas, \( U \)) as in Eq. (8). At temperatures higher than \( T_b \), \( \mu \) becomes rapidly more negative.

This simple example demonstrates the behavior of a Bose system.

E. Photon gas (Refs. 5 and 6)

Photons are bosons with a unique property. The chemical potential of a photon gas in equilibrium in a volume, \( V \), and at temperature, \( T \), is formally given by \( \mu = 0 \).5

The physical reason for setting \( \mu = 0 \) is that the number of photons in the volume cannot be arbitrary; rather, the number of photons is constant, and automatically, being adjusted so that the photon gas is in thermal equilibrium with the constant temperature walls of the container. That is, the container walls constantly absorb and re-emit photons. Even a gas of photons far out in space does not contain a fixed number of photons, since photons can be annihilated or created in collisions (although the scattering cross section for this process is very small, and photons would have to be annihilated or created in pairs to conserve charge conjugation.4). Therefore, when writing the thermodynamic identity for a photon gas the term \( \mu dN \), in Eq. (1), should be omitted since \( N \) cannot be held fixed anyway. This is formally consistent with setting \( \mu = 0 \).

Further, it is easy to see why \( \mu \) should be set equal to 0 by considering distributions. Consider a single photon state of energy \( e \). Suppose the photon gas is in thermal equilibrium at temperature \( T \), and that it has chemical potential \( \mu \). Photons are spin-1 (in units of \( \hbar \)) bosons, and should therefore obey Bose-Einstein statistics. The average occupancy of the state of energy \( e \) is therefore given by

\[
\langle n(e) \rangle = \frac{1}{e^{\beta(e-\mu)} - 1},
\]

where \( \beta = 1/kT \) (k is the Boltzmann constant).

This formula is valid for any Bose system. If we now set \( \mu = 0 \), we get

\[
\langle n(e) \rangle = \frac{1}{e^{-\beta e}} - 1,
\]

which is the standard form for the Planck distribution.6

All thermodynamic quantities can be derived from this equation for the average occupancy of a single photon state of energy \( e \).

For example, the total internal energy of a Bose-Einstein gas is

\[
U = \int_0^\infty n(e)D(e)d\epsilon = \int_0^\infty \epsilon D(e)d\epsilon
\]

where \( D(e)d\epsilon \) is the density of states factor, that is, the number of single particle states with energy between \( \epsilon \) and \( \epsilon + d\epsilon \).

We set \( \mu = 0 \), and use the density of states factor for a photon gas in a box, \( D(\omega)d\omega = V\omega^2d\omega/\pi^2c^3 \), where a single photon of angular frequency \( \omega \) has energy \( \epsilon = \hbar \omega \). We get

\[
U = \int_0^\infty \hbar \omega(n(\omega))D(\omega)d\omega
\]

\[
= \frac{V}{\pi^2c^3} \int_0^\infty \frac{\hbar \omega^3d\omega}{\exp(\hbar \omega/kT) - 1}
\]

which is the correct expression for the total energy of a photon gas in a box. This integral can be done analytically, of course. The result is the familiar one for blackbody radiation,

\[
U = \frac{8\pi^3k^4}{15\hbar^3c^3}T^4.
\]

Therefore, the photon gas corresponds to a Bose gas for which \( \mu = 0 \).

APPENDIX A

We show here that for an ideal gas, setting Eq. (7) and (4) equal and solving for \( \mu \) does, indeed, produce Eq. (5) for the chemical potential. With the spin degeneracy factor \( g = 2s + 1 \) set to 1 for simplicity, Eq. (7) gives

\[
S' = Nk\left(1 + \frac{1}{N}\right) \left[ \ln \frac{VN}{N+1} + \frac{3}{2}\ln \frac{3mU}{N+1} \right] + \frac{1}{2} \ln \frac{U}{N} + \frac{5}{2},
\]

\[
\therefore S' = Nk\left(1 + \frac{1}{N}\right) \ln \frac{VN}{N} - \ln \left(1 + \frac{1}{N}\right) + \frac{3}{2} \ln \frac{mU}{3N\pi\hbar^2} + \frac{1}{2} \ln \left(1 + \frac{U}{N}\right) + \frac{5}{2},
\]

\[
\therefore S' - S = Nk\left[ -\frac{1}{N} \ln \left(1 + \frac{1}{N}\right) + \frac{3}{2} \ln \left(1 + \frac{U}{N}\right) - \frac{3}{2} \ln \left(1 + \frac{1}{N}\right) \right] + k\left[ \ln \frac{VN}{N} - \ln \left(1 + \frac{1}{N}\right) + \frac{3}{2} \ln \frac{mU}{3N\pi\hbar^2} \right] + k\left[ \frac{3}{2} \ln \left(1 + \frac{U}{N}\right) - \frac{3}{2} \ln \left(1 + \frac{1}{N}\right) + \frac{5}{2} \right].
\]

Use

\[
\ln \left(1 + \frac{U}{N}\right) \approx \frac{\mu}{U},
\]

\[
\ln \left(1 + \frac{1}{N}\right) \approx \frac{1}{N}
\]

and drop all terms of order \( \mu/U \) and \( 1/N \) in the expression for \( S' - S \). This gives
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\[
S' - S \approx k \left[ \frac{3\mu N}{2U} + \ln \frac{V}{N} \left( \frac{mU}{3N\pi \hbar^2} \right)^{3/2} \right].
\]

Setting \( S' - S \approx 0 \) and solving for \( \mu \) gives the result

\[
\mu = -kT \ln \left[ \frac{V}{N} \left( \frac{mkT}{2\pi \hbar^2} \right)^{3/2} \right].
\]

where we used \( U = 3kNT/2 \) for a monatomic ideal gas. This result for \( \mu \) is Eq. (5).

**APPENDIX B (See Refs. 4 and 6)**

For a Bose gas the average occupancy of a single particle state of energy \( \epsilon \), at temperature \( T \), is

\[
\langle n(\epsilon) \rangle = \frac{1}{e^{\beta(\epsilon - \mu)} - 1},
\]

where \( \beta = 1/kT \).

We choose the zero of the energy scale at the single particle ground state, so \( \epsilon = 0 \) for that state.

The total number of particles, \( N \), in the system is

\[
N = \sum \langle n(\epsilon) \rangle.
\]

In the continuum limit the summation becomes an integral over the density of states. For a Bose gas of nonrelativistic particles, mass \( m \) and spin \( s \), the density of states is

\[
D(\epsilon) = \frac{(2s + 1)V}{4\pi^2} \left( \frac{2m}{\hbar^2} \right)^{3/2} \epsilon^{1/2}.
\]

Hence, the number of particles in excited states is given by

\[
N_{ex} = \int_{0}^{\infty} \langle n(\epsilon) \rangle D(\epsilon) d\epsilon.
\]

Note that the ground state has \( \epsilon = 0 \), so the occupancy of the ground state is not included in the integral above, since \( D(\epsilon) = 0 \) at \( \epsilon = 0 \). Hence, the equation above gives only the number of bosons in excited states. The number of bosons in the ground state must be dealt with separately.\(^6\) The number in the ground state is

\[
\langle n(0) \rangle = (2s + 1) \frac{1}{e^{-\beta\mu} - 1}.
\]

Let the total number of particles in the system be \( N \). Then

\[
\langle n(0) \rangle + N_{ex} = N,
\]

or

\[
(2s + 1) \int_{0}^{\infty} \frac{1}{e^{-\beta\epsilon} - 1} \frac{1}{4\pi^2} \left( \frac{2m}{\hbar^2} \right)^{3/2} \frac{d\epsilon}{(2s + 1)\epsilon^{1/2}} = N.
\]

This equation can be solved numerically for \( \mu \) at each temperature \( T \). The result is the graph shown in Fig. 4.

The temperature \( T_b \) is reached when \( N_{ex} = N \). In other words, almost all bosons are in excited states, leaving the occupancy of the ground state vanishingly small. \( T_b \) is given by

\[
T_b = \frac{3.31\hbar^2}{mk} \left( \frac{N}{(2s + 1)V} \right)^{2/3}.
\]


\(^4\)W. G. V. Rosser, as in Ref. 1 pp. 313–323.


\(^6\)R. K. Pathria, *Statistical Mechanics* (Pergamon, Oxford, UK, 1972), pp. 175–189. Note especially the footnote labeled "dagger" on p. 189. Equations (7.1.2) and (7.2.1) are especially relevant. A similar, but rather less clear, discussion can be found in the book by W. G. V. Rosser, in Ref. 1, pp. 324–325.
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**WRITERS AND LECTURERS**

We should not blame young scientists for adopting learned journalese. They are simply following the protocol established and maintained by an unconscious conspiracy of research supervisors and editors who, in turn, learnt these dreadful habits earlier in their careers. What is surprising is that few scientists stop to reflect on what they are doing. Tedium, clotted syntax is thus quite different from other horrors of peer-group communication such as unreadable slides and overheads. Lecturers who announce "You won't be able to see this but ..." do know that they are doing something silly. Writers and speakers or learned journals, by contrast, have no shame. When did you last hear or read the apology: "I don't like saying things in this way but I feel obliged to ..."?
