Band-limited interpolation applied to the time series of rapidly oscillating stars
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ABSTRACT
We reconstruct the temporal Fourier spectra obtained from incomplete records of the luminosities of rapidly oscillating stars. This reconstruction involves a deterministic procedure related to ‘band-limited interpolation’. We show that the stability of the underlying deconvolution process is governed by the choice of the frequency intervals over which the restoration has to be achieved. A ‘time–frequency analysis’ provides a progressive constructive process allowing us to choose these intervals, to measure the frequencies and the fine structure of the driven modes of the star, and to control the error propagation. The method, which is the first step towards multisite deconvolution, is described in detail, and numerical examples for the DAV white dwarf GD 154 are presented to illustrate the application of the algorithm. The restored frequencies are compared with data obtained during a Whole Earth Telescope campaign.
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1 INTRODUCTION
Many classes of variable stars are known that have oscillation periods short enough to allow astronomers to record a large number of cycles in a single night. They include, for example, three classes of white dwarf (DAV, DBV and PG 1159 stars), nuclei of planetary nebulae, RoAp stars, short-period δ Scuti stars, and the newly discovered class of EC 14026 stars (pulsating hot subdwarfs: see Chappell et al. 1996; Kilkenny et al. 1997). These objects are interesting targets from the asteroseismological point of view, as they are multiperiodic, and the observation of rapid oscillations allows an accurate determination of the frequencies.

Using classical photomultipliers, and (more and more frequently) CCD cameras, fast photometry is a well-suited observational technique for this kind of star. It yields equally (or almost equally) spaced time series representing the luminosity variations of the variables.

The frequencies of the driven modes represent an important source of information: first, they provide tests for determining whether or not the time series was generated by a set of linear eigenmodes of the star; secondly, the fine structure of each mode yields the rotation period of the star; thirdly, their frequency spacings provide its mass and the composition of its layers (Koester & Hammagun 1990). Usually, to gain information accurate enough for asteroseismology, in terms of signal-to-noise ratio and frequency resolution, requires as long an observing run as possible, and single-night observations are insufficient; therefore rapidly oscillating stars are more and more often observed via worldwide networks (Whole Earth Telescope: e.g. Nather et al. 1990; STEllar PHotometry International: e.g. Michel et al. 1992; Delta Scuti Network: e.g. Breger, Handler & Nather 1995).

Unfortunately, during the recording of the luminosity variations of the star, diurnal cycles or uncooperative weather can cause incomplete coverage of the records; the length and the irregularity of the gaps yield degradations of the Fourier spectrum of the data, which reduce the expected frequency resolution. As it is practically impossible to eliminate data gaps from the observations themselves, one is then forced to minimize their effects on the Fourier spectra by designing better signal restoration algorithms, allowing us to reach the theoretical resolution. These aspects are presented in Section 2.

Sections 3 and 4 are devoted to the reconstruction of the temporal Fourier spectra, from a deterministic procedure related to ‘band-limited interpolation’ and to ‘time–frequency analysis’. Band-limited interpolation has already been applied to the resolution of two-dimensional deconvolution problems, and in particular for restoration of Hubble Space Telescope (HST) images (Bouyoucef, Fraix-Burnet & Roques 1997). The originality of the method is in taking into account the presence of noise in the input data and providing estimations of the quadratic error of the reconstruction.

We show that, in such a problem, the stability of the underlying
deconvolution process is in particular governed by the choice of the frequency intervals over which the restoration has to be achieved. At the same time, the necessity of getting information about the energy together with the lifetime of a given feature in the Fourier spectrum leads us to time–frequency analysis, used in parallel with Fourier analysis. In this context, the ‘matching pursuit’ algorithm (Mallat & Zhang 1993) plays a crucial role. The associated constructive process allows us to detect and to characterize the time–frequency components of the light curve one by one, from the highest energy one to the lowest. Then we can reconstruct the spectrum of the star step by step, under the condition that it can be broken up into frequency domains, whereas we show that a global reconstruction would have been unstable at the same resolution.

Finally, in Section 5, we apply the method to the DAV white dwarf GD 154, and discuss its degree of confidence obtained from an error analysis, and from a comparison with data obtained during a Whole Earth Telescope (WET) campaign.

\section{The nature of the data}

To take into account the maximum reliable frequency information contained in the observation of a given rapidly oscillating star, it is necessary to have as long a light curve as possible, since the resolution is inversely proportional to the observation length. Under this constraint, it is often the case that a single-night observation does not display sufficient resolution to extract directly, from the brightness record of the star, information of astrophysical interest; however, in that case of a limited time span, there are few artefacts in the Fourier spectrum and the signal-to-noise ratio is large enough.

One way to circumvent the problem of diurnal breaks is to put the star in a coordinated multi-site observing campaign between telescopes distributed over several longitudes, and afterwards to reduce records to individual normalized light curves, as in for example the WET campaigns for white dwarfs (Nather et al. 1990). In practice, owing to weather conditions or equipment malfunctions, the coverage of the time series that can be obtained usually remains incomplete (80 per cent maximum). As a result, each feature in the spectrum is accompanied by sidelobes and satellite peaks, the nature of which closely depends on the distribution of observing intervals. As they can be of substantial amplitude, they can lead to confusion of features arising from the oscillation modes with those resulting from the segmented nature of the observing window. Thus the multi-site observation, more than the one-night one, may generate systematic errors (e.g. sidelobes) in the temporal spectra, although the resolution is improved.

In this paper, we deal with the two types of data that are equivalent from a methodological point of view. In both cases, we have experimental light curves of the form

\begin{equation}
\psi(t) = \phi(t)w(t) + \text{noise},
\end{equation}

where \(w(t)\) is the ‘observing window function’ characteristic of the observing intervals, \(\psi(t)\) is the experimental light curve at some level of resolution, and \(\phi(t)\) is the intensity of the source at the same level of resolution but without gaps. This resolution level is imposed by the sampling of the record. The dual data of \(\psi(t)\),

\begin{equation}
\hat{\psi}(u) = (\hat{\phi} \ast \hat{w})(u) + \hat{\xi}(u),
\end{equation}

in Fourier space are then the result of a convolution operation; the related kernel of convolution \(\hat{w}(u)\) is the ‘impulse response’. Fourier transform of the observing window function. The additive term \(\hat{\xi}(u)\) includes random and systematic errors, for instance errors on sampling, or noise arising from detectors, atmosphere, etc. (see Section 3 and Appendix A).

We are facing a deconvolution problem in Fourier space (equation 2), where we try to reconstruct, at least to some extent, the spectrum that would have been obtained with a non-discontinuous (the case of a multi-site observation) or wider (the case of a one-night observation) observing window function.

The problem is then equivalent to interpolating or extrapolating the time series in the gaps. Unfortunately, however, in these terms, the problem is ill-conditioned, and the solutions are unstable with respect to small variations of the initial data (Tikhonov & Arsenin 1977).

To circumvent this instability, one has to consider that the Fourier data \(\hat{\psi}\) are (practically) of bounded support in some frequency domain \(D_f\).

The stabilization procedure consists then of performing interpolation (in the gaps) and some partial extrapolation [equivalent to interpolation by (i) padding the beginning and the end of the time series with zeros; and (ii) interpolating as if it was a gap]. In other words, we have to interpolate, in some temporal region, the inverse Fourier transform of a function having its support in some given frequency region \(D_f\). This is referred to as ‘interpolation of band-limited functions’ (Youla 1978; Sanz & Huang 1983). Two domains play an essential part in the stability of the procedure: the size of \(D_f\) (support of the Fourier spectrum); and the size of the interpolation time domain together with the distribution of data gaps.

\section{Regularization of the inverse problem}

\subsection{The spectrum to be reconstructed}

The data used in this paper have been obtained by a two-channel photometer, recording the pulsating star and a comparison star. After acquisition, the raw data are reduced according to a standard procedure to remove the effects of background sky brightness, atmospheric extinction and motion of the Earth around the barycentre of the Solar system (Clemens 1993). As the quality of the run was not extremely good, owing to atmospheric fluctuations affecting the sky transparency, it has been necessary to use the comparison stars to correct those effects: this procedure efficiently removes some systematic errors, but unfortunately increases the level of noise in the affected parts of the time series (see Fig. 1).

Owing to these noise sources and to the different types of error, it is preferable to give up trying to restore the original spectrum \(\phi(u)\) at its highest level of resolution. This leads us to define \(\hat{\phi}_f(u)\), the ‘spectrum to be reconstructed’, as a smoothed version of the ideal spectrum \(\hat{\phi}(u)\) by a relation of the form

\begin{equation}
\hat{\phi}_f(u) = (\hat{\phi} \ast \mathcal{S})(u),
\end{equation}

where the support of \(\hat{\phi}_f\) is the frequency domain \(D_f\).

The smoothing function \(\mathcal{S}(u)\) can be seen as a synthetic impulse response, Fourier transform of a synthetic window function. It is designed so that its support is as small as possible and its inverse Fourier transform is small, in the mean-squares sense, outside a synthetic aperture \(W_r\) regularizing the support \(W\) of the observing
window function, and in particular wider than this function (see Fig. 2). The existence of such a function, as well as the possibility of obtaining accurate approximations to its values, does not raise any particular difficulties (Slepian 1964).

The choice of this synthetic window function is of fundamental importance because it defines the resolution limit of the reconstruction process. The size of its support varies as the inverse of the size of \( W_r \). Intuitively, the smaller the support of \( \delta(u) \) with respect to \( \hat{w}(u) \) (or the greater \( W_r \) with respect to \( W_s \)), the greater the gain in frequency resolution. Unfortunately, in that case, numerical instabilities owing to the ill-conditioned nature of the matrix of the deconvolution system appear, and the solution may be unstable in the sense that a small variation in the data can lead to a very large difference in the solutions.

3.2 Regularization function

The ratio of the signal to the noise defines the point-to-point signal-to-noise ratio in direct space:

\[
S/N(t) = \frac{|\hat{\phi}(t)|}{n(t)},
\]

Figure 1. Top: an example of a normalized centred light curve, after the reduction procedure as described in Section 3.1. Some localized defects cannot be completely removed and increase the overall level of noise in the spectral domain (here GD 154 observed on 1991 May 17 at Mauna Kea Observatory). The length of the observing window is 7 h. Bottom: the Fourier transform (in modulus) of the signal. The amplitude of modes around 1 mHz is well above the noise level, whereas it is more difficult to extract information in the range 2–3 mHz.

where \( n(t) \) characterizes the error–object bound such that

\[
|\psi(t) - \phi(t)w(t)| \leq n(t).
\]

In practice, the determination of \( n(t) \) should of course result from an appropriate (theoretical or experimental) estimation of the various types of errors. Since this analysis may be very complex, it can be simplified by using the statistical model of soft-thresholding proposed by Donoho & Johnstone (1994) and summarized in Appendix A.

Depending on the values of the signal-to-noise ratio, the principal features of \( \phi_s \) are in practice roughly given by

\[
\hat{\phi}(t) = \tilde{\delta}(t)\phi(t),
\]

where \( \tilde{\delta}(t) = s(t)/w(t) \) when \( w(t) \neq 0 \) and \( S/N(t) \) is sufficiently large (for instance, greater than some threshold \( \alpha = 1 \), and 0 otherwise (this means that the corresponding signal information is discarded a priori). This operation is a kind of adaptive filter: first a coarse deconvolution in frequency is carried out when dividing the data by \( w(t) \), and the frequency result is convolved by the synthetic impulse response \( \delta(u) \) which smoothes the restored spectrum [this is done with the multiplication by \( s(t) \) in time space]. Note that, if one chooses as \( \delta(u) \) a box-car function, the solution obtained is the so-called Bracewell principal solution (Bracewell 1955). In the domain where the signal-to-noise ratio is too bad, we give up processing information. This approximation is good as a first step, but can be improved depending on the nature of the data. We can now define the reconstructed spectrum as the function that minimizes in the mean-squares sense a functional of the form (Lannes, Roques & Casanove 1987c)

\[
q(\phi) = \|g(t)(\hat{\phi}(t) - \phi(t))\|^2.
\]

The method of ‘conjugate gradients’ (Hestenes & Stiefel 1952) is particularly well suited to solving this equation.

The ‘regularization function’ \( g(t) \) is a weight function characteristic of the amount of weighted interpolation to be done in direct space, and is defined in relation to \( S/N(t) \) and to \( W_r \). In particular, it satisfies the following conditions.

(i) \( g(t) = 1 \) outside \( W_r \). This condition defines the regularization principle under consideration: we give up restoring the spectrum \( \phi(u) \) at its highest level of resolution, in other words we give up synthesizing the whole time series \( \phi(t) \) (total extrapolation is forbidden). Practically, the condition \( g(t) = 1 \) means that the spectrum \( \hat{\phi}(u) \) is known, since it is set equal to zero.

(ii) \( g(t) = 0 \) in the parts of \( W_r \) where \( S/N(t) \leq \alpha \). This

Figure 2. Resolution parameters in direct (a) and in Fourier (b) spaces. The support of \( \delta(u) \) is as small as possible, the idea being to have the best possible resolution. The energy of its inverse transform \( s(t) \) is concentrated in the interval \( W_r \); to this end, we impose a condition of the form \( \|w_s\|^2/\|s\|^2 = \chi^2 \), where \( w_s \) is the characteristic function of \( W_r \) and \( \chi^2 \) the energy rate of \( s(t) \) in \( W_r \) (say, \( \chi = 0.95 \)). The function \( \delta(u) \) is normalized to 1.
condition corresponds in particular to the total interpolation of the
time gaps in $W_*$

(iii) $g(t)$ is an increasing function of the signal-to-noise ratio, if $S/N(t) \geq \alpha$. This allows us to take into account, for instance, the
fact that some parts of the signal are of higher quality than others,
which is the case in particular for WET campaigns when we deal
with different sites and different telescopes, or when uncoopera-
tive weather occurs during a part of the night.

For example, the regularization function may be defined as follows:

$$g(t) = \begin{cases} 
1 & \text{outside } W_*, \\
\frac{S/N(t) - \alpha}{\beta - \alpha} & \text{in } W_* \text{ if } S/N(t) \geq \beta \\
& \text{(information entirely reliable),} \\
0 & \text{in } W_* \text{ if } S/N(t) < \alpha \\
& \text{(information not reliable).} 
\end{cases}$$

where

$\beta$ is the threshold over which the information is considered
as entirely reliable (typically we can choose $\beta = 3$ or 4; this
means that, to keep all the information, the signal has to be at least
three or four times more significant than the noise).

In such a problem, the least-squares solution of the deconvolu-
tion problem (equation 7) is solution of the ‘normal equation’:

$$A^\dagger A \hat{\phi}(u) = A^\dagger g(u) \hat{\psi}(u),$$

where the so-called ‘imaging operator’ is $A^\dagger A = \varepsilon F g^2 F^\dagger$. Here, $F$ and $F^\dagger$ stand for direct and inverse Fourier transform, and $\varepsilon$ is the
characteristic function of the deconvolution frequency support $D_\varepsilon$.

The smallest eigenvalue $\mu$ of $A^\dagger A$ conditions the stability of the
reconstruction problem. It can be analytically estimated as a
function of $\nu$ and $\gamma$. Indeed, this eigenvalue is a function of the
‘interpolation parameter’:

$$\eta = \left( \int_{D_\varepsilon} \varepsilon(x) \, dx \right)^{1/2} \left\{ \int_{W_*} \left[ 1 - g^2(u) \right] \, du \right\}^{1/2},$$

characterizing the amount of weighted interpolation to be
performed both in real and in Fourier space. This term is the
geometric mean of the measures of $D_\varepsilon$ and $W_*$, and is thus a size
parameter without dimension. Provided that $\eta$ is sufficiently
small, the minimum eigenvalue of $A^\dagger A$ can be obtained from a
series of the form

$$\mu(\eta) = 1 - \eta^2 \sum_{n=1}^\infty (-1)^n \varphi_n \eta^{2n},$$

where $\varphi_n$ depend on $\nu$ and $\gamma$ and are of the ‘moment of inertia’ kind relative to $W_*$ (Lannes, Roques & Casanove 1987a).

The minimum eigenvalue $\mu$ of $A^\dagger A$ occurs in the expression of an
upper bound $\Theta$ of the relative reconstruction error:

$$\frac{\|\Delta \hat{\phi}\|}{\|\hat{\phi}\|} \leq \Theta,$$

where $\Theta = \frac{1}{\sqrt{\mu}} \|\hat{g} \sin\|$. (12)

In most cases, the error on the signal is an increasing function of the
size of $W_*$ and $D_\varepsilon$. Thus the smaller are these intervals, the
more reliable is the reconstruction. Then, by suitably choosing $W_*$
and $D_\varepsilon$, the size of the error can be acceptably small.

This choice, based on the estimation of $\Theta$ and executable in an
interactive manner before reconstruction, allows us to realize the
best possible compromise between resolution and reliability. So,
then, since a given situation can be recognized a priori as being more or
less well-conditioned, we can have an idea of the stability of the
problem before its implementation. From this point of view, the
indication provided by the moments of inertia $\varphi_n$ is also very
useful. For example, for a given value of $\eta$, the robustness of
the reconstruction process is increased whenever the time gaps are
well distributed over $W_*$.

If the error happens to be too large, the ill-conditioned problem
is restated either at a lower level of resolution by reducing $W_*$, or,
better, by improving the choice of the frequency support of
deconvolution $D_\varepsilon$, a choice which may be non-trivial. Never-
theless, this last point is the direction in which we want to go to
stabilize the problem, because it does not imply a decrease of the
resolution.

4 TIME–FREQUENCY ANALYSIS

When we try to perform deconvolution on the whole frequency
support, the problem is generally ill-conditioned, or else it must be
restated at a lower level of resolution. We are then led to choose
particular intervals over which the deconvolution will be achieved.
The idea is to build the reconstruction space step by step, by using
a progressive constructive process allowing us to isolate these
supports. However, it turns out that the choice of these intervals
may be difficult. Indeed, if the choice of a support for low-
frequency peaks is rather easy because they have large amplitudes,
it is more difficult for high frequencies where the amplitudes of
the peaks decrease more quickly than the noise. As a result, the
intervals including low-amplitude peaks are hard to select by eye
(Fig. 1).

Moreover, we search for oscillations arising almost everywhere
in the signal, because they are characteristic of the structural
properties of the star. So one understands the necessity of getting
information about the lifetime of a given peak of the Fourier
spectrum, the aim being to give us the possibility of eliminating
the oscillations with too short a lifetime.

Then the particular nature of this problem leads us naturally to
time–frequency analysis as a way of choosing these supports.

4.1 Matching pursuit algorithm

In the present stage of this work, the matching pursuit algorithm,
introduced by Mallat & Zhang (1993), plays a decisive role. This
algorithm allows us to choose, in a given redundant finite
dictionary of time–frequency waveforms, a set of vectors that
match the signal as well as possible.

The dictionary $\mathcal{D}$ is defined as a family of time–frequency
functions obtained by dilating, modulating and translating a single
real even function $k(t) \in L^2(\mathbb{R})$. The ‘atoms’ (elements) of the
dictionary are defined by

$$k_{\nu}(t) = \frac{1}{\sqrt{a}} k \left( \frac{t - b}{a} \right) e^{i\omega t},$$

where $\alpha$ is the dilation scale, $b$ the translation parameter and $\omega$ the
frequency modulation. One defines $\nu = (a, b, \omega)$ as the atom index

in the dictionary. Note that the factor $1/\sqrt{6}$ normalizes to 1 the $L^2(R)$ norm of $k_n(t)$. If the window $k(t)$ is Gaussian, the joint time–frequency localization of all the atoms is a minimum, and in that case $k_n(t)$ is called a ‘Gabor function’.

A matching pursuit algorithm computes adaptive signal representations: it expands any signal in a set of atoms selected among the extremely redundant dictionary $\mathcal{D}$, to match its components as well as possible, through iterated one-dimensional projections.

In our particular case, it is the light curve $c(t)$, for which the mean has first been subtracted so that it is a fluctuation about zero, that is approximated with a single vector $k_n(t)$ chosen in the dictionary $\mathcal{D}$ such that

$$\langle \psi(t), k_n(t) \rangle$$

is as large as possible. The light curve is then decomposed into this form:

$$c(t) = \langle \psi(t), k_n(t) \rangle k_n(t) + R\phi(t),$$

(14)

where $R\phi(t)$ is the residual vector after approximating $\psi(t)$ in the ‘direction’ $k_n(t)$. Clearly, $k_n(t)$ is orthogonal to $R\phi(t)$, and hence one has

$$\|\psi(t)\|^2 = \|\langle \psi(t), k_n(t) \rangle\|^2 + \|R\phi(t)\|^2.$$

(15)

The main idea of the matching pursuit is to sub-decompose the residue $R\phi(t)$, by finding a vector $k_n(t)$ that matches it as well as possible, as was done for $\psi(t)$. Each time, the procedure is repeated on the residue that is obtained:

$$\psi(t) = \langle \psi(t), k_n(t) \rangle k_n(t) + R\phi(t),$$

(16)

$$R\psi(t) = \langle R\psi(t), k_n(t) \rangle k_n(t) + R^2\psi(t),$$

$$\vdots$$

$$R^n\psi(t) = \langle R^n\psi(t), k_n(t) \rangle k_n(t) + R^{n+1}\psi(t).$$

It is easy to determine a convergence criterion of the algorithm, by examining the decrease of the norm of the residue. Finally, the signal is decomposed into

$$\psi(t) = \sum_{n=0}^{\infty} \langle R^n\psi(t), k_n(t) \rangle k_n(t),$$

(17)

where the atoms $k_n(t)$ are the ones that match the signal structures as well as possible. We can then build a hierarchy of coherent structures $(k_n(t), k_n(t), \ldots, k_n(t))$, yielding a time–frequency energy distribution of the signal.

An energy conservation theorem results from equation (15):

$$\|\psi(t)\|^2 = \sum_{n=0}^{\infty} \|R^n\psi(t), k_n(t)\|^2.$$  

(18)

The energy density of $\psi(t)$ in the time–frequency plane $(t, u)$ is
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defined by

\[ (E\psi)(t, u) = \sum_{n=0}^{\infty} |(R^* \phi(t), k_n(t))|^2 (Wk_n)(t, u). \] (19)

where \((Wk_n)(t, u)\) is the Wigner–Ville distribution (Ville 1948) defined as follows:

\[ (Wk_n)(t, u) = \int_{-\infty}^{\infty} k_n(t + \frac{\tau}{2}) k_n^*(t - \frac{\tau}{2}) e^{-i\omega \tau} \, d\tau. \] (20)

In practice, it is this energy density \(E\psi\) (equation 19) that is represented in the time–frequency diagrams (see e.g. Fig. 3). Note that this density does not include the interference terms of the Wigner–Ville distributions, because it is computed from the atomic decomposition of \(\psi(t)\).

In contrast to decompositions on to orthonormal bases which are barely interpretable, or to the algorithm of Wickerhauser & Coifman (1992) which selects, in a global way, the basis that is best adapted to the signal properties, the matching pursuit decomposition is a constructive process which allows us to detect and characterize the time-frequency components one by one, from the highest energy one to the lowest.

4.2 Cooperation deconvolution: matching pursuit

In a matching pursuit diagram, we can choose to select only some atoms representing the most coherent structures of the signal; these atoms will appear as long (in time) pictures in the time–frequency plane (horizontal atoms). On the other hand, as the noise of the time series will not correlate well with any particular dictionary element, its information will be diluted and then sub-decomposed into several ‘stains’ localized on a very short time-scale. In the same manner, the peaks, even of large amplitude, that do not correspond to stellar oscillations but are artefacts arising from the sampling or from the gaps of the observing window will appear in the time–frequency diagram localized on a very short time-scale, in a large frequency range (vertical atoms). A simple filtering keeping only the long-time-scale atoms then allows us to eliminate the information corresponding to noise (see Fig. 4 for the same diagram as in Fig. 3, but after filtering).

Since for a stable reconstruction we have to give up restoring the signal on to the whole frequency support, we are then led to select particular intervals over which the deconvolution makes sense. To address this aim, the most important groups of atoms are selected according to the criteria of high energy and sufficient lifetime. The oscillations with too short a lifetime correspond to a large band in the Fourier spectrum, and we cannot hope to restore the associated frequencies. If they are very energetic, they of course may produce perverse effects, but otherwise they only contribute to the background noise.

The peaks to be selected in the Fourier transform can now be precisely read on the \(y\)-axis of the matching pursuit diagram (see Fig. 4). Thus the role of the selection of the atoms is to detect the coherent structures lost in the noise, and then to choose on the

Figure 4. The time–frequency energy distribution of the first five coherent structures of the signal. These five most important groups allow us to choose the frequency intervals defining the deconvolution supports.
Fourier transform the frequency intervals over which the deconvolution has to be performed. Note that the successive selected peaks do not necessarily correspond to structures of strictly decreasing amplitude. Afterwards, the exact size of each interval is determined so that the border effects are minimized, for example by choosing the ends of the interval \(D_t\) on local minima of the frequency.

Once the deconvolution has been performed over one support, we can set in motion the deconvolution on to the following one, and so on. Under the condition that the spectrum of the star can be broken up, which is physically the case, we can reconstruct it step by step at a target gain in resolution, whereas a global reconstruction is impossible at the same resolution.

## 5 APPLICATION TO THE LIGHT CURVE OF GD 154

We now present the example of the DA variable white dwarf GD 154. In 1991 May, the star was the target of a WET campaign (Pfeiffer et al. 1996) (162.5 h of data collected). The \(f_1 = 0.843\) mHz (1186 s) frequency of Robinson et al. (1978) was still present, but that at 1.52\(f_1\) had disappeared. Other frequencies \((f_2 = 0.918\) mHz and \(f_3 = 2.484\) mHz) were also observed. Rotational splitting (with a period of 2.3 d) was detected in the \(f_1\) peak. Pfeiffer et al. propose an identification of the modes (including 1.52\(f_1\)) which yields a mass of the outer hydrogen layer of \(2 \times 10^{-19} M_\odot\) (where \(M_\odot\) is the mass of the star).

The time series that we have used in this work is extracted from this 1991 WET campaign; the corresponding light curve, acquired with the US Air Force 24-in telescope at Mauna Kea Observatory on 1991 May 17, and the corresponding power spectrum are presented in Fig. 1. The variations are multiply periodic, with periods in the range 100–3000 s. The general appearance of \(\tilde{s}\) shows that the high-frequency modes are more or less visible, and the corresponding high-resolution details may be due to noise. We purposely chose our light curve as a small part from multi-site observations, as it will allow us to present a comparison with the result of the whole WET campaign, as a test of the proposed method. We will also give the result of the same procedure applied to several other single-night runs extracted from the same 1991 observations.

### 5.1 Restoration and analysis from a one-night observation

The light curve consists of a series of evenly spaced data obtained by photon-counting integrated on 10-s intervals. The length of the observing window is approximately 7 h (\(\delta t = 2620\) points – see Fig. 5). The data are extended so that the number of sampling points is a power of two, by adding zeros on each side of the record \((N = 16384\) points).

The signal-to-noise ratio (equation 4) is computed according to a soft-thresholding procedure (see Appendix A). The parameters \(\alpha\) and \(\beta\) which occur in the definitions (6) and (8) of the functions \(\psi(t)\) and \(\varphi(t)\) are taken to be equal to 1.1 and 3 respectively. This choice is not critical, but \(\alpha\) must of course be of the order of unity to ensure that we have at least as much signal as noise.

If we first try to deconvolve the whole spectrum without frequency interval discrimination, we obtain the following results: for a gain in resolution of about 2, the interpolation parameter (equation 10) is of the order of 10. For such \(\eta\), the minimum eigenvalue \(\lambda\) is of the order of 10\(^{-3}\), leading to a relative reconstruction error of about 80 per cent. This case corresponds of course to an ill-conditioned situation, and either the size of \(W_t\) or that of \(D_t\) must be reduced as indicated for example in Section 4 (last paragraph).

Let us now apply to the same data the procedure with frequency interval discrimination. The effective size of the support of the impulse response \(\hat{\psi}(t)\), Fourier transform of the observing window function is \(\Delta u = 15\) points, and this function is normalized so that \(\hat{\psi}(0) = 1\). The deconvolution is applied to the frequency support corresponding to the second time–frequency atom from the top of Fig. 4 (around 2.5 mHz). This support includes 31 points. The region \(W_t\), regularizing the support of the observing window function \(W_t\) is a time interval of width \(\Delta t = 3819\) points. As for an
energy rate of $\chi = 0.95$ for $s(t)$ (see Fig. 2) one has $\delta u \Delta t = 0.95$ (Lannes, Casanove & Roques 1987b), the corresponding frequency interval support of $\delta(t)$ (equation 3) defining the resolution limit of the reconstruction process then includes seven points ($\delta u = 7$). The expected gain in resolution, given by the formula $\gamma_r = \Delta u / \delta u$ is then $\gamma_r = 2.1$. These aspects are outlined in Fig. 5.

For the gain chosen, the interpolation parameter $\eta$ (equation 10) is of the order of 3.7. The corresponding approximation to the minimum eigenvalue of the imaging operator is $\mu = 0.083$, and the upper-bound $\Omega$ is of the order of 17 per cent. As the situation seems to be relatively stable, the reconstruction process can then be set in motion. In 10 iterations the method of conjugate gradients provides the least-squares solution presented in Fig. 6. With the gain in resolution equal to 2.1, we could hope to separate some peaks if necessary. Thus, once the result has been obtained, we observe additional information and in particular the splitting of the two main peaks.

For clarity, we now concentrate on the eigenvalue decomposition of the imaging operator. The error term of equation (12) corresponds to the case in which the overall error would be concentrated in the eigenspace associated with the minimum eigenvalue, which is not the case in practice. However, the minimum eigenvalue is the only one that we can reach easily before reconstruction. In fact, the error is distributed amongst all the eigenspaces. The conjugate gradient method allows us to compute the eigenvalues of $A^*A$ and their associated weights $\kappa_j$. These terms represent the cosines of the ‘separation angle’ between the solution and the eigenvectors, and can give the critical eigenmodes: for example, for a small eigengenvalue, if $\kappa_j$ is close to 1, the energy in the corresponding eigenmode is very large, so that the corresponding details may be artefacts. In such situations, the spectrum to be reconstructed may be redefined at a lower level of resolution, and the reconstruction process set in motion again. The first four eigenvalues $\mu_j$ and their corresponding weights $\kappa_j$ are listed in Table 1.

The actual error corresponding to the example presented proves to be of the order of 13 per cent. As the results of this error analysis are satisfactory, the reconstruction process need not be set in motion again.

### 5.2 Comparison with multi-site data

The choice of processing a one-night time series extracted from a

![Figure 6](image-url)  
Figure 6. Solid line: normalized result of deconvolution on the support corresponding to a high-frequency structure given by the matching pursuit algorithm (precision: 0.02 mHz). Dotted line: raw Fourier transform.
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Figure 7. (a) WET (solid line) and one-night (dashed line) spectral windows. (b) WET (solid line) and one-night (dashed line) spectra in the frequency interval of interest. (c) WET (solid line) and one-night (dashed line) deconvolutions, using a Richardson–Lucy algorithm for the WET data, and our algorithm for the one-night data.
WET campaign allows us now to analyse the results by comparison with those of complete multi-site observations. Of course, the frequency resolution achieved by the WET observations is much better than what we could expect from our reconstruction process. However, one can see (Fig. 7b) that in such multi-site data sets there is a strong noisy background, together with a number of spurious features of no physical significance, owing to the sidelobes of the impulse response (solid line in Fig 7a).

Fig. 7(b) presents the raw WET spectrum, together with the raw Fourier transform of the data that we have processed in this paper. Fig. 7(c) displays the result of a damped, low-pass-filtered Richardson-Lucy (RL) algorithm (Richardson 1972; Lucy 1974; Tittley 1998), superimposed on the result of our deconvolution. The RL algorithm, based on Bayesian inference, solves inverse problems by interpreting the kernel of the problem (here the spectral window) as a probability. The RL method finds much use in the field of deconvolution in astronomy. The RL algorithm does not give a perfect result here, since there is still some leakage from the sidelobes of the window function: peaks B and C and one of the peaks around 2.52 mHz in Fig. 7(c) are probably artefacts. This is due to the necessity of limiting the error propagation in the deconvolution (and hence the gain in resolution) because of the strong noisy background of the raw WET data in the regions of interest.

Nevertheless, Fig. 7(c) shows a good correlation between the peaks of our deconvolution and the RL results. The frequency difference between our main peak and the WET one at 2.484 mHz is well within the frequency resolution of the deconvolution (precision: 0.02 mHz). The other peaks near 2.42, 2.53 and 2.57 mHz correspond to regions where energy appears also in the RL spectrum. Note that the second of those peaks is also in good agreement with Pfeiffer et al. (1996), where two frequencies are listed at 2.5186 and 2.5262 mHz. The situation is not so clear for the peak at 2.46 mHz, which could correspond to peak A of the RL solution.

If we now compare with the raw Fourier transform of our data set (dashed line in Fig. 7b), we confirm that the gain in spectral resolution, allowing the separation of several peaks of the Fourier transform, brings really new valuable information. Moreover, we can see the elimination of the sidelobes of the one-night spectral window: its shape (dashed line in Fig 7a) indicates clearly that the sidelobes are indistinguishable from, for example, a real peak near 2.54 mHz.

5.3 Comparison of several runs
To confirm the result of our single-night deconvolution, we applied the same procedure to three other nights of the same WET campaign. The resulting spectra are collected in Fig. 8 (the first panel recalls the result previously discussed).

Fig. 8 presents the Fourier transform of the data set (dashed line in Fig. 7b), together with the raw Fourier transform of the data that we have processed in this paper. Fig. 7(c) displays the result of a damped, low-pass-filtered Richardson-Lucy (RL) algorithm (Richardson 1972; Lucy 1974; Tittley 1998), superimposed on the result of our deconvolution. The RL algorithm, based on Bayesian inference, solves inverse problems by interpreting the kernel of the problem (here the spectral window) as a probability. The RL method finds much use in the field of deconvolution in astronomy. The RL algorithm does not give a perfect result here, since there is still some leakage from the sidelobes of the window function: peaks B and C and one of the peaks around 2.52 mHz in Fig. 7(c) are probably artefacts. This is due to the necessity of limiting the error propagation in the deconvolution (and hence the gain in resolution) because of the strong noisy background of the raw WET data in the regions of interest.

Nevertheless, Fig. 7(c) shows a good correlation between the peaks of our deconvolution and the RL results. The frequency difference between our main peak and the WET one at 2.484 mHz is well within the frequency resolution of the deconvolution (precision: 0.02 mHz). The other peaks near 2.42, 2.53 and 2.57 mHz correspond to regions where energy appears also in the RL spectrum. Note that the second of those peaks is also in good agreement with Pfeiffer et al. (1996), where two frequencies are listed at 2.5186 and 2.5262 mHz. The situation is not so clear for the peak at 2.46 mHz, which could correspond to peak A of the RL solution.

If we now compare with the raw Fourier transform of our data set (dashed line in Fig. 7b), we confirm that the gain in spectral resolution, allowing the separation of several peaks of the Fourier transform, brings really new valuable information. Moreover, we can see the elimination of the sidelobes of the one-night spectral window: its shape (dashed line in Fig 7a) indicates clearly that the sidelobes are indistinguishable from, for example, a real peak near 2.54 mHz.

5.3 Comparison of several runs
To confirm the result of our single-night deconvolution, we applied the same procedure to three other nights of the same WET campaign. The resulting spectra are collected in Fig. 8 (the first panel recalls the result previously discussed).

The second panel (another night on the 24-in telescope at Mauna Kea) has a lower resolution, owing to the fact that the data set used was much shorter. The third and fourth panels display results from two nights at the Canada–France–Hawaii (CFH) 3.6-m telescope [see Pfeiffer et al. (1996) for a description of those three runs]. From these figures we can conclude the following.

(i) The main peak is not obtained at exactly the same frequency, but the differences are within the spectral resolution of the deconvolution.

(ii) The peak around 2.53–2.54 mHz is well-confirmed (even if not well-separated from the main peak in the second panel, owing to the lack of resolution). A peak near 2.57 mHz, with a smaller amplitude, seems to be present in the four runs, in good agreement with the result displayed in Fig. 7(c) for the whole campaign. Around 2.42–2.46 mHz, peaks of low amplitude are quite variable

Table 1. Eigenvalue decomposition. The first column represents the first four eigenvalues and the second column their respective weights.

<table>
<thead>
<tr>
<th>$\mu_j$</th>
<th>$\kappa_j$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.083</td>
<td>0.0287</td>
</tr>
<tr>
<td>0.093</td>
<td>0.0144</td>
</tr>
<tr>
<td>0.410</td>
<td>0.0128</td>
</tr>
<tr>
<td>0.430</td>
<td>0.0060</td>
</tr>
</tbody>
</table>
from one run to the other, and any interpretation would be hazardous.

6 CONCLUSION

During the last 10 years, the observational tools used for asteroseismology of rapidly oscillating stars have been greatly improved, mostly owing to the setting up of the Whole Earth Telescope (Nather et al. 1990), which allows a much better temporal coverage than one-site observations. On the other hand, important theoretical advances have been made at the same time, with the development of very accurate grids of white dwarf models and oscillation calculations (Brassard et al. 1992; Bradley 1996).

At this stage, it is also essential to improve the signal analysis, in order to get the maximum information from the observations: the standard Fourier analysis, along with traditional reconstruction methods used in asteroseismology, such as ‘pre-whitening’ (Pomman 1981) or CLEAN (Schwarz 1978), suffer from severe limitations. The main problems with these methods are: first, they may introduce some bias, especially when there are interactions between peaks of the Fourier transform; secondly, they are not regularized, and as a result the condition number (the ratio of the maximum and the minimum eigenvalues of the imaging operator) of the algorithms may be very large, producing an over-resolution of the solutions.

This paper has been an attempt to set out the main guidelines of a unified approach to the reconstruction problem encountered in asteroseismology. We are not attempting at this stage to present new astrophysical results, but only to demonstrate the power of more advanced methods of signal analysis in this domain.

The deconvolution problem is stated in terms of weighted interpolation with partial extrapolation. In the case of time series with no gap, we demonstrate the possibility of obtaining better spectral resolution than the classical Fourier transform on a limited spectral interval.

Thanks to time–frequency analysis, we have proposed a process that allows more precise and selective time-series analysis. This process is rich enough to represent efficiently all coherent structures of the signal: the matching pursuit algorithm makes use of a dictionary from which the atoms are selected, and which is much larger than a basis. In the future of rapidly oscillating star asteroseismology, more and more attention will be paid to the physics of the non-linear behaviour of the stars, which can give rise to modulation of the frequencies and amplitudes of the oscillations. The introduction of time–frequency analysis, as in the matching pursuit algorithm, will prove to be a very useful tool in this domain, but it will be necessary to add in the dictionary atoms depending on the particular nature of this type of signal.

This way of presenting concrete quantitative results is the first step towards deconvolution of multi-site observations, and allows us to characterize the artefacts generated by other restoration techniques. In a forthcoming work, we will carry out more investigations in the problem of gaps and overlapping in the WET records by means of parametric spectral analysis.
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APPENDIX A: DEINOISING BY SOFT THRESHOLDING

A natural way of separating the noise from a signal is to use a ‘multiresolution analysis’, which provides a representation intermediate between the spatial and the Fourier ones: the data are represented as a superposition of wavelets at some scale level, each level being further decomposed into a lower scale level. The reader unfamiliar with this analysis is referred to Mallat (1989) or Daubechies (1992).

Using orthogonal bases of compactly supported wavelets, a soft-thresholding noise removal method (Donoho & Johnstone 1994; Donoho 1994) can be applied in the wavelet domain. It consists of non-linearly shrinking the empirical wavelet coefficients. This allows us to recover the noise-free signal, and then the noise. This noise, compared with raw data, yields the pointwise signal-to-noise ratio (equation 4).

More precisely, if $\psi$ is the noisy signal, the algorithm proposes a three-step method for recovery of the noise-free signal.
(i) Apply the pyramidal wavelet filtering of Cohen et al. (1993) to the new data $\psi/\sqrt{N}$ ($N$ is the number of sampling points), yielding noisy wavelet coefficients $z$.

(ii) Apply the soft-thresholding $\xi(z) = \text{sgn}(z)(\text{sup}(0, |z| - \tau))$ to the noisy wavelet coefficients $z$, with threshold $\tau = \sqrt{2\log N}\sigma/\sqrt{N}$, where $\sigma^2$ is the variance of the noise estimated in the data. This operation shrinks by the amount $\tau$ the wavelet coefficients towards zero, and keeps only the non-negative elements. With a photon-counting model, it is possible first to apply the Anscombe variance-stabilizing transform (1949) point by point to the noisy data $\psi$, and then to act as if the data arose from a Gaussian white noise model of variance unity.

(iii) Invert the wavelet transform, producing the noise-free signal.

One can then recover the noise by subtraction of the noise-free signal from the noisy data. The advantages of this operation are presented in an astrophysical framework by Roques, Bourzeix & Bouyoucef (1996).